
 

 

����������	
���	�����

������
������������

�
�

�������������

�

 

 

 

 

 

 

 
 

�

��������	�
����
����
�������������������
�������	
�����
���������



���������������������������� � !���
�����"�����"���!��#�$�%�
	&�
'�������(���������)��"�����"#�
�������*�#���+����+��,���
-�.$/��
	����
�01�	&��2�
-��$/��&1	����	�
�

3����������,������4�5��5�5����+����+������



Abstract 

This thesis consists of a summary and four self-contained papers.  
 Paper [I] examines whether fathers influence the time their children spend 
in subsidized child care. Two non-nested models of family child care demand 
are estimated. The parameter estimates indicate that several characteristics of 
the father are associated with the time his child spends in child care. J-tests and 
bootstrapped J-tests also show that a model where the father’s characteristics 
are excluded can be rejected in favour of a model where his characteristics are 
included.  
 Paper [II] considers the effects of the Swedish child care fee reform on 
public expenditures and taxation in the municipalities. A difference-in-
difference approach is employed where outcomes are compared with respect to 
the municipalities’ pre-reform fee systems. The results show that pre-reform 
characteristics determine taxes and child care expenditures in the post-reform 
period. It is also found that changes in child care quality were not connected to 
the pre-reform systems characteristics.  
 Paper [III] provides evidence of the effect of college quality on earnings in 
Sweden. The results suggest that the link between college quality and earnings 
is weak. A small positive effect is found for individuals that are likely to work 
full time. Controlling for region of work affects the estimated effects, 
indicating a correlation between choice of college quality and choice of labour 
market region. 
 In Paper [IV], earnings differences between transfer and non-transfer 
students are analysed. The results show that earnings, during the first years 
after leaving the university, are significantly lower for students who change 
universities compared to students who do not change. The earnings differences 
decrease significantly over time and over the earnings distribution.  

Keywords:� Child care demand, subsidized child care, dual care provider 
model, local public expenditures, income taxation, college quality, earnings, 
selection on observables, university choice, earnings distribution
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1 Introduction

In 2005, Sweden was ranked as number three among the OECD countries 

when it came to public spending on overall education as a percentage of GDP.1

Education is unquestionably a prioritized area in Sweden and making both 

lower and higher education accessible to all citizens has been an important 

political object. As a consequence of this orientation, the user fees in pre-

schools are relatively small, primary and lower secondary education is com-

pulsory and free of charge and there is no tuition fee for students in upper 

secondary schools and academic institutions. Both higher and lower education 

are of high availability, with pre-schools with long opening hours and universi-

ties and university colleges geographically spread all over the country.  

During the last few decades there have been some major changes in the Swed-

ish educational system as well as in society at large. Changes in the structure 

of the labour market in combination with the expansion of the public child care 

system have enabled women’s participation in the labour market. In addition, 

globalisation has challenged the educational system with more mobile students 

and a more intense competition situation for the academic institutions. The 

quality of education has become increasingly important and discussed both 

within schools and universities and by policy-makers.  

These reflections on the developments that affect the conditions for both 

higher and lower education are the starting point for the papers in this thesis. 

The thesis consists of four self-contained papers. Papers [I] and [II] focus on 

child care. Paper [I] compares two empirical models of family child care de-

mand while Paper [II] studies whether the Swedish municipalities’ tax rates 

and child care expenditures were affected by a child care reform in 2002. Pa-

                                                
1 OECD (2008). 
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pers [III] and [IV] are contributions in the area of higher education. Paper [III] 

examines whether the quality of higher education has an effect on students’ 

subsequent earnings and Paper [IV] analyses earnings differences between 

transfer and non-transfer students. 

The rest of the introduction is outlined as follows. Section two includes a brief 

introduction to Swedish child care and presents theoretical and empirical back-

grounds to Papers [I] and [II]. In addition, Papers [I] and [II] are summarized. 

Section three gives a short description of the expansion of higher education in 

Sweden and the background to the problems studied in Papers [III] and [IV]. 

Previous research is presented and theoretical and methodological issues are 

discussed. The section also includes summaries of Papers [III] and [IV]. 

2 Child care 

The development of publicly provided child care in Sweden dates back to the 

1960s when there was a shortage of labour, which facilitated women’s partici-

pation in the labour market. Since then, the proportion of women that partici-

pate in the labour market has increased while the proportion of participating 

men has decreased. A larger number of working mothers resulted in a growing 

need for child care and, consequently, the proportion of children in subsidized 

care increased dramatically during the same period of time (see Figure 1). In 

2006,  about 85 per cent of all one-to five-year-olds were enrolled in some pre-

school activity, most of them attending a public facility.2 Swedish mothers also 

have among the highest labour force participation in the OECD3 and Sweden is 

considered to be one of the most gender equal countries in the world.4 One

                                                
2 The Swedish National Agency for Education (2007). 
3 OECD (2001). 
4 See e.g., the Gender Empowerment Measure Index in UNDP (2007).
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Figure 1: Proportion of men and women that are working and proportion of children aged 1-5 years in subsi-

dized child care. Source: Statistics Sweden and the Swedish National Agency for Education.

example of this is that Swedish fathers and mothers have the same right to paid 

parental leave and about 17 per cent of the parental days are utilized by fathers. 

Child care in Sweden is mainly publicly provided and the availability and 

quality are comparatively high in an international perspective. The local gov-

ernments are responsible for the provision of public child care, which is fi-

nanced partly by central government grants and partly by local tax revenues 

and user fees. A major child care reform in the beginning of the 2000s (the 

Maximum fee reform) offered the municipalities to impose a cap on the child 

care price and the municipalities that opted to participate were granted extra 

funding to cover the loss in revenue.5 The main purpose of the reform was to 

increase the availability of child care, improve the financial circumstances of 

families with children and facilitate parents’ labour force participation. The 

reform created a more homogenous fee structure in Sweden, with child care 

fees less related to hours of use. 

                                                
5 For more information about the Maximum fee reform see e.g., Holmlund and Wikström (2005) 
and the Swedish National Agency for Education [Skolverket in Swedish] (2007).
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2.1 Child care demand 

When modelling family child care demand, the demand is often related to the 

mother’s labour supply (see e.g. Blau and Robins, 1988 and Michalopoulus et 

al., 1992). In those models, the father’s labour force participation is assumed to 

be predetermined while the mother’s labour supply is allowed to vary. The 

mother is the only potential child care giver in the family and the father’s role 

is simply to provide income to support his family. The mother maximises 

utility by choosing her labour supply, consumption and the quality of child 

care. The price of child care is assumed to be proportional to its quality. Child 

care demand and labour supply are thus functions of the mother’s marginal 

wage, non-labour income and child care quality. 

The previous empirical literature on child care costs and demand primarily 

concerns effects of the price of child care on labour force participation and 

supply decisions of mothers. Blau (2000) reviews US studies on the effects of 

the price of child care on employment and finds that employment is decreasing 

in the price of child care, although the quantitative effects vary among the 

studies. A more general survey of the child care literature is provided by Blau 

and Currie (2004) where both the market of child care and child outcomes are 

covered. For Sweden, Gustafsson and Stafford (1992) study the joint decision 

to supply labour and demand public child care using data from the 1980s. The 

estimated elasticity of average price is negative and large in absolute value, 

indicating that child care demand may be price sensitive. Generally, the deter-

minants of hours of care have received little attention (exceptions include Hotz 

and Kilburn, 1992; Blau and Hagy, 1998; Joesch, 1998; Joesch and Hiede-

mann, 2002).  
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To assume that only the mother determines child care demand may not be 

appropriate when considering families of today in Sweden and other OECD 

countries with working mothers and fathers who take an increasing part in 

their children’s care. Therefore, Paper [I] presents an alternative model of 

family child care demand that includes both parents in the same way and in-

vestigates whether the fathers influence the number of hours that their child 

spends in subsidized care.  

2.2 Public provision of child care 

Changes in the child care system do not only affect the well-being of families, 

they also change the conditions for the public sector. If, for example, the re-

duction in child care fees caused by the Maximum fee reform has behavioural 

effects for families by altering child care demand and/or labour supply, it may 

also affect the allocation of the public expenditures on child care. This idea is 

the starting point for the second paper, which contains a broad evaluation of 

the effect of the Maximum fee reform on local public expenditures, taxation 

and child care quality. Paper [II] is related to the literature of public expendi-

tures and provides the first evidence of how child care user fees affect public 

budgets. 

The individual demand for child care as well as the size of the child care ex-

penditures is channelled through the political process. To model demand for 

public goods, most papers rely on the “median voter model” proposed by Bo-

wen (1943) and Black (1958). This model suggests that the median voter is 

decisive, and the median voter is often identified as the voter with the median 

income.6 There is a large literature that focuses on local public expenditures, 

                                                
6 Empirical applications of the median voter model are provided by, e.g., Bradford and Oates 
(1971a,b), Borcherding and Deacon (1972), Bergstrom and Goodman (1973), and Pomme-
rehne and Frey (1976). 
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following the seminal papers by Borcherding and Deacon (1972) and 

Bergstrom and Goodman (1973). The main focus in this literature has been on 

determining how variables characterizing the median voter’s budget constraint 

affect the demand for local public services. The expenditures are often mod-

elled as a function of local characteristics such as tax base, population size, 

demographic structure, intergovernmental grants and tax price. 

There are some empirical applications of public expenditures aimed at specific 

age groups, for example school-aged children, but there are few studies that 

consider child care expenditures.7 In addition, evidence of the effect of child 

care subsidies on governmental budgets is scarce. One exception is Graafland 

(2000), who considers the general equilibrium effects of child care subsidies 

on labour supply and public finance. The results suggest that child care subsidy 

reforms may be almost self-financed.  

There is only a small Swedish literature that considers economic aspects of 

child care, and in recent years the contributions have mainly focused on the 

Maximum fee reform.8 Brink et al. (2007) simulate welfare effects of the 

Maximum fee reform and an alternative reform consisting of increased child 

benefits, and they conclude that the Maximum fee reform is not necessarily 

preferred. Holmlund and Wikström (2005) consider cost differences for pre-

school and after-school care in the Swedish municipalities before and after the 

Maximum fee reform. Their results indicate that the municipalities’ cost dif-

ferences for child care were affected by the type of fee structure that was ap-

plied prior to the reform. Lastly, in Lundin et al. (2008) the exogenous varia-

tion in price reductions caused by the reform has been utilized to study if fe-

                                                
7 For example, Ahlin and Johansson (2001) study the individual demand for local public schooling 
in Sweden and Borge and Rattsø (1995) examine how the age composition in the municipality 
affects the spending on local services like care for elderly, schooling and child care. 
8 Earlier contributions on Swedish child care include e.g. Bjurek et al. (1992), Gustafsson and 
Stafford (1992) and Lundholm and Ohlsson (1998). 
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male labour supply was increased. Their results suggest that reduced child care 

prices do not affect female labour supply in Sweden.   

2.3 Summary of Papers [I] and [II] 

Paper [I]: Do Fathers Influence the Time Their Children Spend in Sub-

sidized Child Care? 

Paper [I] analyses whether the fathers matter for the number of hours that their 

children spend in subsidized child care by comparing two non-nested models 

of family child care demand. The dual care-taker model allows both parents’ 

labour supplies to vary and includes several personal characteristics of both 

parents. The single care-taker model follows earlier research and assumes that 

the father’s labour supply is fixed and exogenous to the family’s child care 

demand. The family budget constraint is explicitly modelled by taking into 

account the incentives in the Swedish fee system when deriving the parents’ 

marginal wages. To compare the models more formally, J-tests and bootstrap 

J-tests are performed. 

The study is based on a sample of 683 children and their parents and includes 

information about child care utilization and parents’ labour market attachment 

as well as personal characteristics of both parents. Information about municipal 

characteristics and child care quality are also included. 

The parameter estimates show that several of the father’s characteristics are 

associated with the time his child spends in child care. The J-tests and the 

bootstrap J-tests all show that the single care-taker model can be rejected in 

favour of the dual care-taker model, while the dual care-taker model cannot be 
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rejected in favour of the single care-taker model. In all, the results suggest that 

the father’s characteristics influence family child care demand. 

Paper [II]: Assessing the Effects of the Child Care Fee Reform on Pub-

lic Expenditures and Taxation 

Paper [II] studies the effects of the Swedish child care fee reform of 2002 on 

public expenditures and taxation in the municipalities. The purpose of the 

reform was mainly to increase availability of child care and to lower and 

equalize child care fees. The reform implied, among other things, a common 

system of public child care fees. Participation was voluntary but the participat-

ing municipalities were compensated for the increased demand and loss of 

revenue by grants from the central government. All but two municipalities 

implemented the reform proposal the first year and the last two followed the 

year after. 

Since all municipalities eventually entered the common fee system, it is not 

possible to compare the outcome for participating municipalities with a control 

group of non-participants. Instead, we employ a difference-in-difference ap-

proach, where outcomes are compared with respect to differences in the mu-

nicipalities’ pre-reform fee systems. All Swedish municipalities are included in 

the analysis, which covers the time period 1999 to 2005. 

The results show that pre-reform characteristics determine taxes and child care 

expenditures in the post-reform period. Municipalities that applied time rates 

had larger expenditure increases and also higher tax rate increases in compari-

son to the other fee subgroups. Our results suggest that the reform changed the 

child care demand for municipalities that applied time rates relative to the 

municipalities that applied income dependent fees prior to reform. We also 
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find that changes in child care quality are not connected to the pre-reform fee 

systems characteristics.  

3 Higher education 

During the last few decades, there has been a rapid expansion of the number of 

students in higher education in Sweden.9 This expansion is shown in Figure 2, 

which illustrates the development of the number of registered students, the 

number of degrees and the number of entrants into higher education for the 

period 1977-2004. The figure shows that between 1990 and 2003 the number 

of registered students doubled. 

Figure 2: The number of registered students, the number of degrees and the number of university entrants. 
Source: Statistics Sweden. 

The expansion in number of students was preceded by an increase in the num-

ber of colleges and universities. Since the 1950s, the number of institutions 

                                                
9 See e.g. Öckert and Regnér (2000) and Lindahl and Regnér (2005) for overviews of higher 
education in Sweden.  
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that provide higher education has increased from less than 10 to more than 50. 

Many of the new colleges were established outside the traditional university 

regions, i.e., in non-urban regions, as part of the decentralization of higher 

education and as an attempt to attract new groups of students with non-

academic backgrounds. The decentralization and the expansion have also 

raised concerns about the quality of the provided education.10 The regional 

colleges have lower shares of faculty with doctoral degrees and a weaker link 

between education and research. Although Swedish colleges are generally 

considered to be of high quality, they differ in their outcomes on quality indi-

cators. On average, newer colleges perform worse on those indicators than 

older colleges. However, little is known about the relation between college 

characteristics/college quality and students’ labour market outcomes in Swe-

den, i.e., the implications of differences in college characteristics are unknown. 

In addition, there are few non-US studies on the effect of college quality. As 

an attempt to fill this gap, the third paper focuses on the effect of college qual-

ity on earnings in Sweden.  

Figure 2 also illustrates the large difference between the number of students 

and the number of degrees. This indicates that students do not simply enter 

college, choose one educational path and eventually graduate and obtain their 

degrees. Students may revise their educational decision at any point in time, 

leading to either a change of field or college, or a drop-out. It is fairly easy to 

transfer between Swedish universities and the development of Internet-based 

courses facilitates for students to study at more than one university. In addi-

tion, a large proportion of students study abroad as part of an exchange pro-

gramme or as free movers. This mobility of students has been encouraged by 

the Bologna process, which aims at creating a European higher education area. 

However, even though students have become increasingly mobile, there are no 

                                                
10 See e.g., Öckert and Regnér (2000). 
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European studies that consider transfer students. Paper [IV] provides the first 

European evidence of earnings differences between transfer and non-transfer 

students by focusing on students that transfer between Swedish universities. 

3.1 The returns to college education 

There are two main theoretical explanations of why we would expect a correla-

tion between different educational attributes (e.g. years of schooling, college 

quality or field of study) and wages. The human capital interpretation departs 

from Mincer (1958) and Becker (1962), and argues that education affects the 

workers’ productivity, which is then reflected in higher wages. This approach 

is challenged by the signalling model proposed by Spence (1973). The signal-

ling model suggests that employers use education (or choices made during the 

education period) as a signal of the workers’ innate ability or productivity. 

According to this theory, the correlation between educational attainment and 

wages is not a result of the individuals’ human capital accumulation but of the 

sorting behaviour of employers.  

There is a vast literature on the returns to education in terms of years of 

schooling or level of education, following the work of Becker (1964) and Min-

cer (1974).11 However, recently more focus has been placed on the heterogene-

ity of the college education premium. Results from the US show that wages 

vary significantly between students who have attended colleges of different 

qualities (Black and Smith, 2004; Dale and Krueger, 2002; Monks, 2000; 

Brewer, Eide and Ehrenberg, 1999; Behrman, Rosenzweig and Taubman, 

1996; Loury and Garman, 1995), that earnings premiums vary significantly 

across different fields of study (Arcidiacono, 2004), that wages of workers 

with higher education depend on the type of academic degree or number of 

                                                
11 For an overview of this research, see e.g., Angrist and Kreuger (1999) and Card (1999).
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academic degrees and that wages are higher for students who switch between 

colleges (Del Rossi and Hersch, 2008; Light and Strayer, 2004).  

The small Swedish literature on higher education has mainly focused on the 

choice of academic institution. Recent contributions in this area include Wa-

densjö (1991), Lindahl and Regnér (2005), Gartell and Regnér (2005), Lundin 

(2006) and Eliasson (2006a, 2006b). The results from these studies diverge; 

some find an effect of the choice of college while others find no effect, all 

interpreting the result in terms of the quality of the seat of learning. Choice of 

method, outcome years and sample selection may explain the diverging results. 

3.2 Methodological issues 

The key econometric issue in the literature related to this part of the thesis 

results from the non-random selection of students into, among others things, 

academic institutions of different qualities and different fields of study. In 

general, there is a positive selection of students, where students of higher  

ability enter academic institutions of higher quality or choose higher levels of 

education. If not considered, this will result in an overestimation of the causal 

effect of the educational attribute.  

The most frequently adopted approach to reduce the selection bias and identify 

the true effect of education is to rely on what Heckman and Robb (1985) call 

“selection on observables”. This approach assumes that the correlation be-

tween the educational choices and the error term is due to characteristics that 

are observable to the researcher and which influence the selection process. 

This implies that the bias resulting from the selection of more able students 

into better colleges or higher levels of education could be removed by control-
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ling for those pre-determined observable characteristics in a linear wage equa-

tion.  

Paper [III] follows Heckman and Robb, and motivates the choice of method by 

the availability of exceptionally rich administrative data. The paper is based on 

a large dataset and contains a broad variety of variables, e.g., family informa-

tion, parental background, pre-academic schooling, grades, geographical in-

formation, academic education and various income measures for a number of 

outcome years. Due to the nature of the selection problem and the rich infor-

mation available in the dataset, it is plausible to interpret the result in this pa-

per as a causal effect.  

When studying transfer students one might be more interested in the actual 

outcome for those who have switched universities than the potential outcome 

for a randomly assigned transfer. Therefore, Paper [IV] focuses on earnings 

differences between transfer and non-transfer students where the selection of 

students who transfer is what partly explains the results. 

3.3 Summary of Papers [III] and [IV] 

Paper [III]: The Effect of College Quality on Earnings –  

Evidence from Sweden 

This paper examines the effect of college quality on earnings using administra-

tive data on Swedish college students who began studying in 1995. Previous 

studies on the effect of college quality are almost exclusively based on US data 

and most of them indicate a positive effect. However, it may be misleading to 

generalize from these results to countries with more centralized university 
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systems, indicating a need for more non-US studies on the topic. This study 

contributes to filling this gap, by providing evidence from Sweden: a country 

that is characterized by publicly provided higher education with no tuition fees 

as well as by a labour market with low wage dispersion.  

Three college characteristics that are assumed to be positively correlated with 

quality will be considered; proportion of teachers with a PhD, teacher/student 

ratio and GPA from upper secondary school among contemporary college 

entrants. The variables are introduced both separately and combined into an 

index. We follow a selection on observables approach to identify the effect of 

college quality on earnings, which is implemented by OLS. To consider possi-

ble heterogeneity, the effect for men and women is estimated separately and 

quantile regression is used to examine if the effect of quality differs over the 

income distribution.  

The overall results suggest that the link between college quality and earnings is 

weak in Sweden. A small positive effect is found for individuals that are likely 

to work full time as well as for individuals in the upper part of the income 

distribution, while negative effects are found for individuals located in the 

middle and lower parts of the income distribution. However, the estimated 

effects are small and the economic significance negligible. Furthermore, con-

trolling for region of work affects the estimated effects, indicating a correlation 

between choice of college quality and choice of labour market region. 

Paper [IV]: Earnings Differences Between Transfer and Non-transfer 

Students  

The purpose of this paper is to study earnings differences between transfer and 

non-transfer students in Sweden. A broad definition of transfer between aca-
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demic institutions is utilized where all students that have obtained credit points 

at more than one seat of learning are classified as transfer students. Data on 

Swedish students reveals that more than 30 per cent of the students have 

changed universities at least once, and that students change to all types of 

universities. Data also shows that students who change universities have higher 

educational attainment than students who do not change.  

To our knowledge, there is only one previous study that considers the individ-

ual effects of switching universities and includes all possible transfers. Light 

and Strayer (2004) analyse the impact of college transfer in the US and find 

that students who change colleges receive about six per cent higher wages than 

those who do not change. 

In contrast to the US study, this paper finds that students who change universi-

ties receive lower subsequent earnings in the short run than students who do 

not change. This concerns students changing to universities of high observed 

quality as well as students changing to institutions of lower observed quality. 

The earnings differences decrease significantly over the earnings distribution 

and over time, indicating that it takes longer for students who change universi-

ties to find an appropriate job match. The pattern seems consistent with non-

transfer students having higher earnings because of their relatively earlier 

labour market entry, and transfer students catching up because of their addi-

tional human capital investments.  
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Abstract 

This paper examines whether the fathers’ characteristics affect the number of 

hours their children spend in subsidized child care. More explicitly, we 

estimate two non-nested models of child care demand in Sweden. The “dual 

care provider” model allows for variations in the labor supply of both parents 

and includes a number of personal characteristics of both the father and the 

mother. The “single care provider” model follows earlier research and assumes 

that the father’s working hours are fixed and exogenous to the family’s child 

care demand. The parameter estimates indicate that several characteristics of 

the father are associated with the time his child spends in child care. J-tests and 

bootstrap J-tests were performed to compare the models. The tests show that 

the single care provider model can be rejected in favor of the dual care 

provider model, but the reverse is not true. 
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1  Introduction 

This paper concerns the demand for child care by Swedish parents and 

analyzes whether the father’s characteristics influence the number of hours his 

children spend in subsidized child care. Focusing on the father is an approach 

that differs from that taken in the traditional literature, in which child care 

demand has often been related to the mother’s labor supply, see e.g. Blau and 

Robins (1988) and Michalopoulus et al. (1992). In this literature, the father’s 

participation in the labor force is assumed to be predetermined and it is often 

assumed that he does not spend any time caring for his child. Consequently, 

the mother is regarded as the only potential child care provider in the family. 

The father’s role is simply to provide income to support his family. A few 

papers, for example Joesch and Hiedemann (2002), include the father’s 

preferences and labor supply choices in the theoretical model, but still exclude 

these from the empirical model. Since the focus has been on the mother and 

her labor supply, factors determining the number of hours a child spends in 

child care have received little attention.1 Instead, most papers have examined 

how the mother’s labor supply is affected by the cost and quality of child care.2

To assume that the only factors that influence child care demand are related to 

the mother may not be appropriate when considering modern families in the 

OECD countries. During the second half of the 20th century, women began to 

participate more in the labor market and now many mothers continue to work 

                                                
1 Exceptions include e.g. Hotz and Kilburn (1992), Blau and Hagy (1998), Joesch (1998), and 
Joesch and Hiedemann (2002). However, empirically these studies draw on the traditional model 
and exclude the father from their models of child care demand. There is one empirical study of 
child care demand in Sweden by Wikström (2007) that includes both the father and the mother. 
Nevertheless, since this study does not include any variables related to income, it is difficult to 
compare the results to those from other studies. 
2 See e.g. Connelly (1992), Ribar (1995), Averett et al. (1997) and Kimmel (1998) for the US, 
Lokshin (2004) for Russia, and Kornstad and Thoresen (2007) for Norway. There is also an 
emerging literature that incorporates the effect of rationing, see e.g. Gustafsson and Stafford 
(1992) for Sweden, Wrohlich (2006) for Germany, and Del Boca and Vuri (2007) for Italy.
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after a child is born. Statistics from OECD (2001) show that employment rates 

of mothers with young children increased rapidly in almost all countries during 

the 1990s. There are also indications that fathers are increasingly involved in 

child care and other household tasks.  

One country in which these changes have been exemplified is Sweden. 

Swedish (and Canadian) men participate most in unpaid household work, and 

Swedish mothers have one of the highest participation rates in the labor market 

of any country in the world.3 The Swedish government has launched a number 

of family reforms that facilitate mothers’ participation in the labor market and 

encourage fathers to take care of their children. For example, both fathers and 

mothers have legal rights to parental leave and part time work after childbirth, 

with the opportunity to return to full time work later. Subsidized child care of 

high quality and wide availability is publicly provided and heavily utilized by 

Swedish parents. Previous studies have shown that specialization within 

Swedish households has decreased as women’s share of the job market has 

increased.4 In addition, the proportion of parental leave days that Swedish 

fathers take has increased from 8.8 per cent in 1990 to 17.2 per cent in 2003.5

If both parents are involved in their child’s care, one could assume that the 

preferences and labor supply choices of both parents’ influence the time their 

child spends in child care. If this is the case, we cannot base a study of child 

care demand on a model where only factors related to the mother are 

considered. Therefore, in this paper, we derive a different model, which takes 

both parents into account in the same way. In this family model, both parents 

are potential child care providers and both parents’ labor supplies are allowed 

                                                
3 See OECD (2001) for more information about work and family life in the OECD countries. See 
also Table A1 in the Appendix for a comparison of mothers’ employment rates and fertility rates 
in different countries. 
4 See e.g. Anxo (2002). 
5 Ministry of Health and Social Affairs [Socialdepartementet in Swedish] (2004).
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to vary. Consequently, the corresponding empirical model includes both the 

father’s and the mother’s wage rates and other characteristics of both parents. 

A model where both parents are considered equally seems to be appropriate for 

a study of child care demand in Sweden. However, since it has not yet been 

empirically determined which model best fits the Swedish data, and to serve as 

a comparison with earlier studies, we also include a model based on earlier 

research. In this model, the mother is assumed to be the only child care 

provider and the father’s preferences are considered to have no influence on 

child care demand. To compare the empirical models, J-tests and bootstrap J-

tests will be performed. As far as we know, no previous study has examined, 

empirically, whether variables related to the father are associated with the 

number of hours that his child spends in child care or whether a single or a 

dual care provider model is more appropriate. In addition, studies that focus on 

the number of hours a child spends in child care are rare and this paper adds to 

that literature. 

The paper is organized as follows. Section 2 presents the theoretical 

framework on the basis of which the variables included in the empirical 

models were selected. Section 3 describes the data and the variables included 

while Section 4 introduces the empirical models and describes the tests used to 

evaluate the models. Section 5 contains the empirical results and Section 6 

concludes. 

2 Theoretical framework 

In this section, we present two theoretical models of family child care demand. 

The models aim at determining the factors that influence parents’ choice of the 

time their children spend in subsidized care and are used to identify the 

variables in the empirical models. The first model is a “dual care provider” 
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model that includes both parents as potential carers. The second model is a 

“single care provider” model where only the mother is considered to be the 

potential carer. 

2.1  Dual care provider model 

In this model both the father and the mother are potential child care providers. 

Both parents’ labor supplies are allowed to vary. All families are considered to 

be potential users of subsidized child care and, to simplify the model, each 

family is assumed to have only one child. Utility is assumed to be a function of 

child care quality (Q), consumption (C), the mother’s and father’s leisure times 

(LM, LF ), the time the mother and father spend with the child (tM, tF) and 

exogenous factors related to the mother, the father, and other exogenous 

variables (ZM, ZF, ZO). The family utility function can be expressed by:

U = U {Q, C, LM, LF, tM, tF, ZM, ZF, ZO}. 

The family faces time and budget constraints. If we normalize the total amount 

of time available to each parent to one, the time constraints can be written 

1 = li + ti + Li , i = m, f 

xttt FM ++=~

where lM  is the mother’s hours of employment, lF  is the father’s hours of 

employment, tM  is the mother’s time spent caring for the child, tF is the 

father’s time spent caring for the child, x is the number of hours of subsidized 

child care, and t~  is the total number of hours during which the child needs 

care. 
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In Sweden, child care fees are proportional to family labor income up to a 

limit.6 Let ),( αα yA =  be the parameters of the fee system, where yα  is a 

fee proportional to income and α  is a fixed value corresponding to the 

maximum fee. The fee system is such that )0,( yA α=  for families whose 

family labor income is below the limit and ),0( α=A  for families whose 

family labor income is above the limit. A family budget constraint that takes 

into consideration the child care fees that must be paid by the parents can be 

written: 

ylwlwC FFMM
~*~*~ ++=

where Mw~  is the mother’s hourly marginal wage rate calculated as 

)1( yMw ατ −−  where τ  is the marginal income tax and Fw~  is the father’s 

hourly marginal wage rate calculated as )1( yFw ατ −− . The term y~  is 

“other income” reduced by a potential fixed fee, ( α−= yy~ ). 

Optimal hours of child care are obtained by maximizing the utility function, 

subject to the constraints and solving the first order conditions simultaneously. 

The demand for child care can be described by the following reduced form  

)~,,,,,~,~,~( tQZZZywwxx OFMFM= . 

Child care demand is a function of the father’s and mother’s marginal wage 

rates, other income reduced by the maximum fee for parents who have a total 
                                                
6 In 2002 this limit was 38,000 SEK per month. For preschool care, the fee was three per cent for 
the first child, two per cent for the second child and one per cent for the third child. No fee was 
paid for the forth child. This means that the maximum fee for the first child was 1,140 SEK per 
month. See Holmlund and Wikström (2005) for a more detailed description of the fee system. 
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income above the maximum fee limit, other paternal and maternal 

characteristics, other characteristics, child care quality, and the total time that 

the child needs care.  

2.2  Single care provider model 

For comparison, we derive a single care provider model, based on earlier 

research by, e.g., Ribar (1992) and Hotz and Kilburn (1992). In this model, the 

father is assumed to work a fixed number of hours and he is not considered to 

be a potential child care provider. The mother is assumed to make decisions 

about her labor supply and about child care hours. Utility is assumed to be a 

function of child care quality (Q), consumption (C), the mother’s leisure time 

(LM), the father’s leisure time ( FL ), the mother’s time spent with the child (tM), 

exogenous characteristics related to the mother (ZM) and other exogenous 

characteristics (ZO). The time constraint for the mother is similar to that in the 

dual care provider model, while the child’s time constraint is different since 

the father no longer is a care provider. The budget constraint is also slightly 

different. In the single care provider model, the father’s wage rate does not 

directly affect child care demand since his labor supply is assumed to be fixed 

and exogenous. His wage rate is excluded from the model, while his annual 

income from paid employment is included in “other income”. The reduced 

form is analogous to the dual care provider model and can be written 

)~,,,,~,~( tQZZywxx OMM=

where FF wlyy ~~ +−= α . 

When only the mother is a potential care provider, the child care hours are 

determined by the mother’s marginal wage rate, other income, the mother’s 
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characteristics, other characteristics that affect the parents’ preferences, child 

care quality and the total time that the child needs care. The only variable that 

is directly related to the father is “other income”, in which his annual income 

from paid work is included. 

3 Data 

The study is based on the dataset "Tid och Pengar" (Time and Money), 

compiled by the Swedish Social Insurance Agency in January 2003. One of the 

parents of each of 1,578 children born in 1999 was interviewed about the 

family’s child care choices and labor supplies as well as about socioeconomic 

and demographic factors. In addition, register data, containing income-related 

variables, were added for both parents and covered the years 1993 to 2002. In 

this study, we use the variables from 2002. "Tid och Pengar" is combined with 

information about different municipalities’ child care fee systems and variables 

related to child care quality. Different structural variables are also added. 

These data are provided by the Swedish National Agency for Education and 

refer to the year 2003. Since the children under consideration were born in 

1999, the child care demand is measured for children who were four years old 

in 2003. 

The sample used in this study consists of two parent households where both 

parents work full time or part time.7 Parents with extremely low or high (less 

than 50 SEK or more than 500 SEK) gross hourly wages are excluded as well 

as parents who reported a large number of working hours (more than 50 hours 

per week). Finally, some households are excluded due to missing values. The 

                                                
7 Child care for children with parents who are unemployed or on parental leave is rationed in 
Sweden. They cannot freely choose the number of hours of public child care, but are guaranteed 
15 hours per week by law. We do not discuss rationing in this paper and these families are 
therefore excluded. Students are excluded due to measurement errors produced by missing values 
in the annual income from employment and working hours. 
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final sample consists of 683 households.8 Descriptive statistics for the sample 

are presented in Table 1. 

3.1  Variable description 

3.1.1  Dependent variable 

The dependent variable is the number of hours per week that the child spends 

in subsidized care. This variable is constructed on the basis of the questions 

"How is your child care arranged today?" and "How many hours per week 

does your child spend in child care?" and corresponds to the number of hours 

in preschool or family day care. Children who were cared for outside preschool 

or family day care are assigned zero hours of subsidized care.9

Unfortunately, the survey provides no indication of whether or not the 

preschools and family day care facilities were subsidized. Preschool and 

family day care could include both public and private facilities. However, in 

this study we treat all children who attended a preschool or family day care as 

users of subsidized care. We chose to do this for two reasons. First, the vast 

majority of children in preschool or family day care attend public facilities. 

Statistics show that, in 2002, 81 per cent of all 1-5 year olds were enrolled in 

some preschool activity, i.e. public or private preschool or family day care. As 

many as 84 per cent of those children attended public preschools or family day 

care run by the municipalities, while 16 per cent attended a facility (preschool 

or family day care) that operated under non-municipal auspices.10

                                                
8 Table A2 in the Appendix gives the details of how the sample was obtained.
9 Table A3 in the Appendix gives the proportions of children in different types of child care. 
10 These statistics are from the Swedish National Agency for Education [Skolverket in Swedish] 
(2004). See the Swedish National Agency for Education (2004) for more information about the 
child care system in Sweden. 
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Table 1: Descriptive statistics 

Mean  Std dev Min Max 

     

Hours in subsidized care 29.5 10.4 0 55 

Mother’s gross wage rate 118 47.5 51.2 500 

Mother’s marginal wage rate 76.2 25.6 33.1 340 

Father’s gross wage rate 147 57.3 51.0 468 

Father’s marginal wage rate 81.3 21.8 33.7 222 

Other income, dual care provider 

model 

56.4 37.2 4.0 182 

Other income, single care provider 

model 

223 69.0 79.0 617 

Number of siblings, 0-6 years  0.45 0.55 0 2 

Number of siblings, 7-12 years  0.56 0.70 0 3 

Mother’s age 33.9 4.4 21 49 

Father’s age 36.2 5.3 24 55 

Proportion of mothers born abroad 0.03  0 1 

Proportion of fathers born abroad 0.02  0 1 

Urbanization 83.5 12.9 31 100 

Tax base, per capita 132 20.8 101 251 

Municipality’s child care 

expenditures, per child 

82.8 8.2 58.0 125 

Children/staff ratio 5.4 0.45 3.7 6.7 

Children per preschool group 17.2 1.5 13.5 22.7 

Note: all monetary values are expressed in SEK. Other income, tax base and child care 

expenditures are expressed in thousands of SEK. 
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Second, if a family chooses a non-municipal preschool or family day care that 

is approved by the municipality, they usually pay the same fee as they would 

have done if they had chosen a public preschool in the same municipality. 

Most private preschools are included in the publicly subsidized system. 

Therefore, we believe that it is reasonable to treat all children who attend 

preschool or family day care as users of subsidized child care. 

3.1.2  Independent variables 

The independent variables include characteristics of the parents and the family 

as well as variables related to the municipality. The family characteristics 

include parents’ ages, parents’ origin, number of siblings and different 

measures of income. Two dummy variables indicating whether the mother or 

the father was born in Sweden are included to control for parents origin. The 

sibling variables refer to the number of siblings in two different age categories: 

0-6 and 7-12. Three different income measures are utilized: mother’s marginal 

wage rate, father’s marginal wage rate and other income. 

Gross earnings per hour, iw , are derived by dividing annual income from 

employment by annual working hours.11 Marginal wage rates are then 

calculated as )1( yiw ατ −− for i = mother or father, where τ  is the 

marginal tax rate and yα  is the sum of the proportional child care fees for all 

                                                
11 Working hours are derived from answers to the question "how many hours do you/your partner 
work in an ordinary week, including overtime?" To obtain annual working hours the weekly figure 
was multiplied by 52. We also tried an approach using 47 weeks per year, but that did not affect 
the results.
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children in the household that are between 0 and 6 years old.12 For mothers and 

fathers in households who must pay the maximum fee, 0=yα .13

Other income comprises the parents’ virtual income components and actual 

income from sources other than employment, consisting, here, of child 

allowance, housing allowance and social assistance. The virtual income 

components correspond to the intercept incomes that are obtained by 

linearizing each parent’s budget constraint around the tax segment where the 

recorded hours of work were located, i.e., the intercept obtained when the 

individual’s budget segment is extended to zero hours of work. If the parents 

must pay the maximum fee, the total fee for all children in the household is 

deducted from other income. In the single care provider model, where the 

father’s labor supply is assumed to be exogenous, the father’s annual net 

income from paid employment is included in other income while his virtual 

income component is excluded. 

Since the municipalities are responsible for child care provision and there may 

be differences in quality and availability between municipalities, a number of 

variables that are measured at the level of the municipality are included. 

Urbanization measures the proportion of the municipality’s inhabitants that 

live in a so-called population centre.14 A highly populated city usually has a 

large proportion of its inhabitants living in a population centre. For example, 
                                                
12 We do not have information about child care hours for siblings. However, it is reasonable to 
believe that siblings spend the same number of hours in preschool. The fees for siblings that are 
older than six years, i.e., siblings that may attend after-school care, are not considered. 
13 In 2002, Sweden had an individually based piecewise linear income tax system with two 
thresholds. For taxable incomes below the first threshold, only a municipal tax had to be paid. The 
municipal tax varied between 27.5 per cent and 33.4 per cent, depending on which municipality 
they lived in. For incomes between the first and second thresholds, an additional state tax of 20 per 
cent had to be paid. For incomes above the second threshold, the state tax was 25 per cent. Since 
we have information about the parents’ annual incomes from paid employment, where they lived 
and the municipal tax rates, we are able to account for this non-linearity when calculating marginal 
wage rates. 
14 A population centre is defined as a settlement with at least 200 inhabitants and a maximum 
distance of 200 meters between the houses. 
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several municipalities in the Stockholm area have the value 100, which is the 

highest possible value. A large tax base indicates that the municipality receives 

a high revenue from the inhabitants’ income taxes, thus, tax base per capita is 

included to control for the municipality’s resources. To control for the effect of 

child care quality, we include some variables that are considered to be related 

to the quality of child care: the municipality’s expenditures per child for child 

care, the number of children per preschool employee and the number of 

children in each preschool group. These variables correspond to the average 

values per municipality. 

4  Empirical model 

To determine whether the father’s characteristics influence child care demand, 

we estimate two reduced form models based on our theoretical framework. 

The dual care provider model can be expressed in the following reduced form 

D
jj

D
Oj

D
Fj

D
Mj

DD
j

D
Fj

D
Mj

DD
j QZZZywwx εϑϕφθργβα ++++++++= ~~~           (1) 

where the subscript j refers to the household; Mw~ and Fw~  are the mother’s 

and father’s hourly net wage rates, respectively; Dy~  is other income, 

including the mother’s and father’s virtual income components and other 

actual income; ZM  is a vector of the characteristics of the mother, ZF  is a 

vector of the characteristics of the father, and ZO is a vector of other 

explanatory variables that are common to both parents, e.g., other family 

characteristics and variables related to the municipality; Q includes variables 

related to child care quality; Dε is an error term and 

DDDDDD ϕφθργβ ,,,,,  and Dϑ are coefficients. 
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The single care provider model can be specified in a similar way: 

S
jj

S
Oj

S
Mj

SS
j

S
Mj

SS
j QZZywx εϑϕθρβα ++++++= ~~                             (2) 

This specification excludes the characteristics of the father from equation (1) 

and includes a definition of other income where the father’s annual income is 

included while his virtual income component is excluded. In this model, the 

father’s alternative cost for leisure is irrelevant since his labor supply is fixed. 

However, his annual income may affect the mother’s labor supply and is, 

therefore, included in the variable other income. 

The inclusion of income variables in the two models poses a potential 

endogeneity problem. Mother’s marginal wage rate, father’s marginal wage 

rate and other income may be endogenous to family child care demand and an 

ordinary least squares estimation may result in biased estimates.15 To correct 

for endogeneity, the models are estimated using two stage least squares 

(2SLS). In the first step, mother’s marginal wage rate, father’s marginal wage 

rate and the two different variables for other income are estimated using OLS. 

For identification we use dummy variables related to different education 

levels, which are assumed to be correlated with the income measures but 

uncorrelated with child care hours.16 In addition, the models include control 

variables corresponding to equations (1) and (2). The coefficients obtained 

from these estimations are used to calculate predicted values. In the second 

step, the predicted values from the first step are included and the models from 

equations (1) and (2) are estimated using OLS.17

                                                
15 Hausman tests were performed to check whether the income variables were endogenous. The 
tests indicated that the income variables were endogenous in both models. 
16 F-tests and t-tests were performed to assess the relevance of the instruments. The tests indicate 
that the instruments significantly affect the income variables, both individually and in 
combination. 
17 The results from the first step are available from the author on request. 
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4.1  Specification tests 

Since other income is defined differently in the two models, the models are 

non-nested. This means that the models are separate and that one model is not 

a special case of the other. This imposes a problem when deciding which 

model specification best fits the data. We could not simply impose restrictions 

on one model to obtain the other and examine the significance of the loss of fit 

that arises. Instead, we have to use procedures for testing non-nested 

regression models. Almost all the literature on non-nested hypothesis testing in 

the context of regression models relies on the work of Cox (1961; 1962). 

However, even though the Cox test is generally applicable, it is not always 

easy to implement. One alternative is the J-test, which is used in this paper. 

4.1.1  The J-test 

The J-test was proposed by Davidson and MacKinnon (1981) and has several 

appealing features. The J-test is intuitive, convenient to implement and easily 

generalized to allow for several non-nested alternative regression models. In 

addition, the test may be more powerful than comparable tests.18 When 

conducting a J-test, a maintained hypothesis (model 1) is defined; this is then 

confronted by a competing hypothesis (model 2). The success of the 

competing hypothesis is determined by whether or not it has any explanatory 

power, given the explanation provided by the maintained hypothesis. If so, the 

maintained hypothesis is rejected. In practice, this is done by adding a 

supplementary variable, comprising the fitted values from the competing 

model fitted to the same data, to the maintained model and evaluating its 

significance. Then the hypotheses are reversed, i.e., the competing hypothesis 

becomes the maintained, and the procedure is repeated.  

                                                
18 See e.g. Fan and Li (1995) and Godfrey (1998). 
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In our setting, the J statistics are the t statistics for 0=λ  in the regressions 

jjjj DSx εςλη ++= )ˆ(2                                                                          (3) 

jjjj SDx εηλς ++= )ˆ(1                                                                      (4) 

where S includes all vectors of variables included in the single care provider 

model, D contains all vectors of variables included in the dual care provider 

model and η  and ς  are coefficients. 

4.1.2  The Bootstrap J-test 

Fan and Li (1995) and Davidson and MacKinnon (2002) draw attention to 

some drawbacks of the J-test. One difficulty is that the J-test suffers from a 

size distortion when the regressors in the null model are near to being 

orthogonal to those in the alternative model. In addition, the test is not exact in 

finite samples and its finite-sample distribution can be very far from the 

normal distribution that it follows asymptotically. It is also well known that the 

J-test tends to over reject the null. This implies that we need better 

approximations of the finite sample distribution of the J-test statistic. One way 

to obtain these is to perform bootstrapped J-tests, where a bootstrap sample is 

used to calculate a J-test statistic, J*, in exactly the same way as the ordinary J-

test statistic ( Ĵ ).19 The procedure is repeated a certain number of times, B, 

and the empirical reference distribution for the J-test statistic under the 

maintained hypothesis is thus obtained. The bootstrap test is conducted by 

                                                
19 Ĵ corresponds to the t statistic of λ  in the section above, in which the ordinary J-test is 
described.
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calculating a bootstrap P value and rejecting the null hypothesis whenever this 

P value is less than the level of the test. 

The bootstrap P value can be calculated by the formula 

�
=

≥=
B

j
j JJI

B
Jp

1

** )ˆ(1)ˆ(ˆ

where I is an indicator function that equals 1 if its argument is true and 0 

otherwise. This implies that the test is one-tailed.20  

5 Empirical findings 

5.1 Parameter estimates 

Table 2 presents the results for the two models, estimated by 2SLS.21 Let us 

begin by examining the parameter estimates for the dual care provider model. 

In this model, the characteristics of both parents are included, as well as other 

control variables. The estimates for the parents’ marginal wage rates both have 

negative signs. This implies that the higher a parent’s wage rate, the fewer 

hours her/his child spends in child care. However, none of the parents’ wage 

parameters are statistically significant. This is not surprising, since the sample 

consists of families where both parents are working. Since informal care is rare 

in Sweden, almost all families with two working parents need subsidized child 

care during parental working hours and this need is not determined by the level 

of the wages. Swedish child care fees are also very low and affordable for most 

families. 

                                                
20 The bootstrap procedure is described more in detail in Davidson and MacKinnon (2002) and Fan 
and Li (1995). 
21 The models were also estimated using OLS as a comparison. The results from the OLS 
estimations are presented in Table A4 in the Appendix. 
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Table 2: Parameter estimates from 2SLS 

Dual care provider 

model 

Single care 

provider model 

Covariate Estimate S.E Estimate S.E 

     

Family level     

Mother’s marginal wage rate -0.02 0.09 0.17** 0.07 

Father’s marginal wage rate -0.23 0.28   

Other income 0.22* 0.12 -0.009 0.009 

Number of siblings, 0-6 years -3.48*** 0.81 -3.50*** 0.82 

Number of siblings, 7-12 years -1.10* 0.58 -1.22** 0.62 

Mother’s age 0.23 0.15 0.07 0.10 

Father’s age -0.38* 0.21   

Mother born abroad 4.44* 2.51 0.75 2.64 

Father born abroad -11.15*** 3.80   

Municipality level 
    

Urbanization 0.10** 0.05 0.08** 0.04 

Tax base, per capita 0.06 0.05 0.03 0.03 

Municipality’s child care 

expenditures, per child 

-0.02 0.07 -0.05 0.06 

Children/staff ratio 1.56 1.33 -0.30 1.03 

Children per preschool group -0.11 0.26 -0.16 0.25 

     

Intercept 24.30* 14.18 16.38 10.40 

Number of observations 683  683  

Adj. R2 0.11  0.08  

Note: all monetary values are expressed in SEK. Other income, tax base and child care 
expenditures are expressed in thousands of SEK. Standard errors are heteroscedastic consistent. 
***, **, and * denote significance at the one per cent level, five per cent level, and ten per cent 
level, respectively. 
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In addition, when both parents are involved in their child’s care, the child care 

hours are determined by both parents’ working hours and there is no simple 

correlation between one parent’s working hours and the time the child spends 

in child care. Other income is positively related to the child care hours and is 

statistically significant. This is somewhat surprising since we expect leisure 

and time spent with children to be normal goods. 

The effect of siblings is significant and similar to what has been found by other 

researchers, e.g. Joesch and Hiedemann (2002). The presence of more siblings 

results in fewer hours being spent in child care and younger siblings have a 

greater effect than older siblings. For every sibling under the age of six, the 

child spends approximately 3.5 hours less in child care each week, while 

having a sibling aged 7-12 decreases the time spent in child care by 

approximately one hour. One possible explanation is that one of the parents 

may be more likely to work part time if there are younger children in the 

family. If the parent is at home with one child, he or she can care for more 

children without it taking much more time. This implies that there may be 

increasing returns to scale in family child care.  

If we continue to examine the variables that are related to the parents, we find 

a negative correlation between the father’s age and child care hours. The 

mother’s age is not significantly determined. Since previous studies by e.g. 

Brayfield and Hofferth (1995), Johansen et al. (1996), and Joesch (1998) have 

provided evidence of the importance of race and ethnicity for child care 

decisions, we included two dummy variables that indicated whether the mother 

or the father was born outside Sweden. The results show that if the father is 

born outside Sweden, the time spent in subsidized child care decreases by 

approximately 11 hours per week. Having a mother born outside Sweden 

increases the time spent in child care by approximately 4.5 hours. The 

importance of origin may depend on values and beliefs about appropriate ways 
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to care for children and effects of maternal employment on children. However, 

since only a limited number of parents in our sample were born outside 

Sweden and the standard errors are high, these results should be interpreted 

with caution.  

Several variables relating to the municipal level were included to control for 

supply effects and quality of care. Among these variables, only urbanization 

seems to be associated with child care demand. If the family lives in a 

municipality where many of the inhabitants live in a population centre, the 

time spent in child care increases. This effect is probably due to the availability 

of child care. If you live in a highly populated area, it is more likely that you 

have a preschool nearby and this may affect the demand. The tax base has no 

effect on child care use. Finally, none of the quality related variables appear to 

affect child care demand. One reason for this could be that, due to Swedish 

national standards for quality in child care, the variation in the quality between 

municipalities is small. This lack of variation could make it difficult to capture 

any effects. Another possible explanation is that the variables are measured on 

a municipality level and all within-municipality variation is ignored. The lack 

of significance could also indicate that parents actually do not care about 

quality, or that the variables are not relevant proxies for quality. 

Now, let us briefly comment on the results for the single care provider model. 

In this model, only the mother is a potential care provider. In contrast to the 

dual care provider model, the mother’s marginal wage rate has a positive and 

significant effect on child care hours. The father’s wage rate was not included. 

Instead, his annual income from labor was assumed to have a similar effect as 

other non-labor incomes and is added to the “other income” variable. The 

effect of other income is negative in this model, while it was positive in the 

dual care provider model. However, other income is significantly determined 

in the single care provider model. The effect of siblings mirror that in the dual 
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care provider model, both with respect to significance and magnitude. 

Mother’s age is still insignificant while the dummy variable indicating whether 

the mother was born abroad changes from significant to insignificant. The 

variables relating to the municipal level all yield similar results to those in the 

dual care provider model. The only variable that is associated with child care 

demand is urbanization. Tax base and the quality related parameter estimates 

are not significant. 

These parameter estimates provide some evidence to support inclusion of the 

father in the model of child care demand. When considering the point 

estimates of the dual care provider model, both the father’s age and whether he 

was born abroad affect child care hours. His wage rate was not a significant 

parameter but neither was the mother’s. In addition, the adjusted R-square 

value was higher for the model where both parents were considered. However, 

to compare the models more formally, we must use a test that accounts for the 

fact that the models are non-nested. 

5.2  Results of the J-tests 

To test formally which model specification is more relevant, J-tests are 

performed (as described in Section 4.1). The results are presented in Table 3.  

Let us begin by examining the J-test of the single care provider model. The 

null hypothesis is that the fitted values from the dual care provider model do 

not significantly contribute to the single care provider model. The test returns a 

t statistic for the fitted values of 4.46, which enables us to reject the null 

hypothesis at the five per cent significance level. Thus, we reject the single 

care provider model in favor of the dual care provider model. 
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Table 3: Results of the J-tests and Bootstrap J-tests 

  
Maintained hypothesis 

  
Single care 

provider model 
Dual care provider 

model 

Test Covariate t ratio P value t ratio P value 

  

J-test Fitted values from 
competing hypothesis 

4.46 0.00 -0.81 0.42 

      

Bootstrap  
J-test 

Fitted values from 
competing hypothesis 

-0.02a 0.00 0.34a 0.88 

      

Note: the models correspond to the 2SLS mentioned in Section 5.1. a The t ratios for the 

bootstrap J-tests correspond to the mean t ratio. 

In order to test the dual care provider model, the null hypothesis is reversed. 

The dual care provider model is then defined as the maintained model and the 

null hypothesis is that the fitted values from the single care provider model do 

not significantly contribute to the dual care provider model. The t statistic for 

the fitted values is -0.81. This implies that we can not reject the null hypothesis 

at the five per cent significance level. The single care provider model does not 

contribute significantly to the dual care provider model. 

However, since the J-test is not exact in finite samples, the results from the 

tests must be interpreted with some caution. In order to obtain more conclusive 

results, we follow Davidson and MacKinnon (2002) and bootstrap the J-tests. 

The bootstrap produces an empirical reference distribution for the J-statistic 

under the maintained hypothesis. The bootstrap J-tests are conducted as 

described in Section 4.1. For each model, we create 49,999 bootstrap samples 
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and calculate corresponding J-statistics and P values. The results are presented 

in Table 3. 

First, the single care provider model is defined as the maintained hypothesis. 

The bootstrap P value is 0.00, i.e., there are no bootstrap t ratios that exceed 

the observed value of 4.46 from the ordinary J-test. This implies that we can 

still reject the single care provider model in favor of the dual care provider 

model. Second, we let the dual care provider model be the maintained 

hypothesis and repeat the procedure. We obtain a bootstrap P value equal to 

0.88. This means that 88 per cent of the bootstrap t ratios exceed the observed 

value of -0.81 obtained from the ordinary J-test. This implies that rejection at 

the five per cent level is not possible and that the dual care provider model can 

not be rejected in favor of the single care provider model. The results from the 

bootstrap J-tests support the results of the ordinary J-tests. The single care 

provider model is still rejected in favor of the dual care provider model while 

the dual care provider model can not be rejected in favor of the single care 

provider model. The dual care provider model appears to be a better 

specification of child care demand in Sweden. Together with the results from 

the 2SLS, we conclude that the father’s characteristics are important for child 

care demand in Sweden and that both parents’ characteristics should be 

included in the empirical model. 

6  Conclusions 

This paper provides empirical evidence to help determine whether the father’s 

characteristics should be included in the estimations of family child care 

demand. We examined two models of child care demand, one that includes 

characteristics of both parents equally and one following earlier research 

where the contribution of the father was his annual income (included in the 
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variable other income). The parameter estimates indicated that the fathers’ 

characteristics do influence the number of hours that their children spend in 

subsidized child care. In addition, the J-tests and the bootstrap J-tests provided 

similar results; i.e., that a model specification that includes variables related to 

the father in the same way as the mother is to be preferred. The results support 

the hypothesis that both parents’ characteristics are important when examining 

the child care demand of Swedish families. Nearly all previous studies about 

child care demand have ignored the fact that the father’s characteristics could 

be relevant. Most studies assume that since the father is more likely to work 

full time, the child care hours are determined by the mother and her 

characteristics and preferences. However, our results show that even though 

Swedish fathers often work more hours than Swedish mothers, they still 

influence family child care demand. One possible explanation is that fathers 

who are involved and interested in their child’s care and well-being affect 

child care demand through their preferences, even though they have long 

working hours. Another explanation is that many parents divide the 

responsibility for delivering and collecting children from preschool and some 

utilize flexible working hours to decrease the time that the child spends in 

subsidized care.  

This study is based on Swedish data and we cannot comment on whether the 

dual care provider model is appropriate for other OECD countries. However, 

since the employment rates of women have increased in almost all OECD 

countries, one may suspect that the dual care provider model could be 

appropriate for other countries as well. Using a single care provider model, 

without taking the father’s preferences and leisure- and labor supply choices 

into account could lead to bias and other problems associated with omitted 

variables. Therefore, more research in this area is needed. For example, it 

would be interesting to examine whether variables relating to fathers matter for 

child care demand in other Nordic countries, which have similar family 
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policies and social security systems. For Sweden, now that we have 

determined that the dual care provider model fits the data best, a natural next 

step is to develop a richer model of child care demand that allows for 

interaction effects, and estimate parental labor supplies and child care demand 

simultaneously. 
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Appendix

Table A1: Employment and fertility rates 

Employment rates of 
mothers with children 
under 6 years of agea 

Total fertility rateb 

Belgium  69.5 1.61 

Finland 58.8 1.76 

France 56.2 1.89 

Germany 51.1 1.34 

Greece 48.6 1.27 

Italy 45.7 1.29 

Netherlands 60.7 1.75 

Norway 72.8 1.80 

Spain 41.8 1.29 

Sweden 77.8 1.71 

UK 55.8 1.71 

US 61.5 2.07 

a Data refer to 1999, except for Sweden and Finland where data refer to 2000 and 1998 
respectively. Source: OECD Employment Outlook 2001. b Data refer to the period 2000-2005. 
Source: Eurostat. 
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Table A2: Estimation sample

Interviewed families 1,578 

Exclusions:  

Parents not living together 166 

Missing family status 1 

Mother does not work 540 

Missing mother’s employment 19 

Father does not work 139 

Missing father’s employment 149 

Remaining families 867 

Mother’s wage missing or < 50 SEK 63 

Father’s wage missing or < 50 SEK 79 

Mother’s working hours >51 5 

Father’s working hours >51 57 

Remaining families 697 

Other variables missing 14 

Remaining families  683 
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Table A3: Mode of care 

         Percentage of families 

Mode of care Sample 1 Sample 2 

Preschool or family day care 89.9 95.1 

Private care provider in own home 0.4 0.4 

Relative 0.8 1.0 

Parents work and take care of child 0.5 0.6 

One parent is on parental leave 5.0 0.9 

One parent works from home 1.5 0.3 

One parent is unemployed or on sick leave 0.9 0.1 

Other 0.8 0.9 

Don’t know/won’t answer 0.2 0.7 

  

Total 100 100 

Number of observations 1,567 683 

Note: Data refer to the dataset “Tid och Pengar”. Sample 1 consists of all families where the 
selected child was born in 1999 and includes working and non working, single and cohabiting 
parents. Sample 2 corresponds to the sample used in the analysis in this paper, see Section 3. 
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Table A4: OLS estimates for hours in subsidized child care 

Dual care 
provider model 

Single care 
provider model 

Covariate Estimate S.E Estimate S.E 

Family level 
    

Mother’s marginal wage rate -0.03* 0.02 -0.03* 0.02

Father’s marginal wage rate -0.03 0.02   

Other income 0.03*** 0.01 0.01** 0.01 

Number of siblings, 0-6 years -3.45*** 0.80 -3.30*** 0.82 

Number of siblings, 7-12 years -1.35** 0.61 -1.31** 0.63 

Mother’s age 0.33*** 0.12 0.23*** 0.09 

Father’s age -0.16 0.11   

Mother born abroad 3.07 2.20 0.27 2.69 

Father born abroad -11.07*** 3.20   

Municipality level 
    

Urbanization 0.08** 0.04 0.08** 0.04 

Tax base, per capita 0.06** 0.02 0.05** 0.02 

Municipality’s child care 

expenditure, per child 

-0.04 0.06 -0.04 0.06 

Children/staff ratio 0.46 0.99 0.35 0.99 

Children per preschool group -0.10 0.26 -0.14 0.25 

     

Intercept 16.52 10.48 13.79 10.27 

Number of observations 683  683  

Adj. R2 0.11  0.09  

Note: all monetary values are expressed in SEK. Other income, tax base and child care 
expenditures are expressed in thousands of SEK. Standard errors are heteroscedastic consistent. 
***, **, and * denote significance at the one per cent level, five per cent level, and ten per cent 
level, respectively. 
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This paper studies the effects of the Swedish child-care fee reform on public 

expenditures and taxation in the municipalities. The reform implied a common 

system of child-care fees among all the municipalities and was introduced in 

2002. In order to study its effects, we employ a difference-in-difference ap-

proach, where outcomes are compared with respect to differences in the mu-

nicipalities’ pre-reform fee systems. It was found that pre-reform characteris-

tics determine taxes and expenditures in the post-reform period. We then 
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1 Introduction  

One of the recent contributions to Swedish child-care policy is the introduc-

tion of maximum user fees in publicly provided pre-school child-care and 

school age child-care that took place in 2002. This reform was motivated by a 

number of reasons. In the 1990s, the child-care fees had increased dramati-

cally, and the variation between the municipalities had also increased. The use 

of charges that related to household income became more extensive and the 

use of time rates (e.g. hourly rates) increased as well. The critique against the 

use of such fees was based on an economic as well as an educational view-

point. Income dependent fees were generally seen as disadvantageous because 

of the vast marginal effects created, especially for low-income families. Time 

rates were mainly seen as disadvantageous from the perspective of child-care 

as an educational activity, and of poor households having little opportunity to 

use child-care full time. One part of the reform proposal was to introduce a 

common fee system for all municipalities. The fees were at the same time 

suggested to be reduced for most family types. Participation in the reform was 

voluntary and the municipalities that agreed to implement the new system 

were to be compensated for the loss in fee revenue following the reform. The 

reform proposal was implemented in all but two municipalities in 2002, and 

the other two municipalities implemented the changes the year after.  

One of the more interesting aspects of the reform of public child-care financ-

ing is the consequences it may have for the allocation of the public expendi-

tures on child-care and the level of taxes in the municipalities. Changing the 

system of financing will generally affect the incentives for families as well as 

for the municipalities that are responsible for the provision of child-care ser-

vices. Municipalities determine important aspects of the quality of the child-

care provided, and may thus change the child-care quality, as their funding is 

restricted. There is very little information on the effects that child-care subsi-
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dies have on government budgets. One exception is a simulation-based study 

by Graafland (2000), who discusses the general equilibrium effects of child-

care subsidies on labour supply and public finance. Graafland finds that an 

increase in child-care subsidies increases labour supply and employment, and 

the effects on the Government’s budget are estimated to be small, implying 

that child-care subsidy reforms may be almost self-financed. 

A key parameter in determining whether subsidies have beneficial effects on 

the economy is the labour supply responses to the price of child-care. Blau 

(2000) reviews U.S. studies on the effects of the price of child-care on em-

ployment and finds that employment is decreasing in the price of child-care, 

although the quantitative effects vary among the studies. Previous evidence on 

the Swedish reform suggests that the effects on labour supply are small. 

Lundin, Mörk and Öckert (2008) use price variation from the fee reform to 

estimate the effects of child-care costs on parents’ labour supply. They find 

that labour supply responses were very small. Similarly, a paper by Brink, 

Nordblom and Wahlberg (2007) also finds small labour supply effects. In 

addition, they compare a child-care fee reform with a general increase in the 

public child support system from a welfare point of view and cannot exclude 

that an increase in child support increases welfare relative to a change in the 

fee system. Also consistent with small behavioural effects on the family level 

is a study by Wikström (2007). He analyses the child-care demand before and 

after the reform, and finds that the average changes in hours of care were small 

in most municipalities.  

This paper serves the purpose of studying the effects of the Swedish maximum 

fee reform on municipal child-care expenditures and income tax rates. To our 

knowledge, it is the first paper that empirically analyses how child-care user 

fee regulations affect public budgets. The analysis is based on the Swedish 

municipalities over the time period 1999 to 2005. Since the previous Swedish 
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studies find small effects at the family level, one may hypothesise that the 

effects on the municipal expenditures and taxation are small as well. However, 

the previous studies mainly focus on how the reform changed the disposable 

income of families with small children. This is a reasonable starting point, 

since the fee systems used prior to reform were in many cases extremely com-

plex and the difficulties associated with estimating labour supply responses 

under complex budget sets are well known (see e.g. Pudney, 1989). Neverthe-

less, the fee reform gave rise to income as well as substitution effects that 

varied among the municipalities because of differences in the pre-reform fee 

systems. To capture this heterogeneity at the municipal level, we use a differ-

ence-in-difference approach, where an assessment is made by comparing mu-

nicipalities with different characteristics of their fee systems prior to reform. 

In particular, we distinguish between municipalities that used time rates and 

income dependent fees respectively. We then analyse if the effects found are 

the result of relative demand changes or changes in child-care quality by 

studying changes in the proportion of small children in child-care, the number 

of hours of care, and teacher-child ratios over the same time period. Finally, 

the reader should note that since all municipalities eventually adopted the 

common fee system, and since the reform package included other components 

besides the changes in the fee systems, we are not able to compare the out-

come for the participating municipalities with a control group of non-

participants. Hence, our focus on relative differences among groups of mu-

nicipalities with differing characteristics of their pre-reform fee systems is a 

natural way to address the effects of the fee reform. 

The main result is that the changes in public child-care expenditures and in-

come tax rates between the pre- and post-reform period were significantly 

different among municipalities with different pre-reform fee systems. Munici-

palities that applied time rates had larger expenditure increases and also higher 

tax-rate increases in comparison to municipalities that used income dependent 



Assessing the Effects of the Child-Care Fee Reform…4 

fees. We also find that changes in child-care quality between fee subgroups 

were negligible, while the relative child-care demand changed. These results 

are consistent with the explanation that the use of time rates restricts demand 

in terms of the numbers of hours of care relative to the use of income depend-

ent fees.  

The rest of the paper is organized as follows. Section 2 describes the Swedish 

child-care system and the 2002 reform. Section 3 presents our research strat-

egy and an empirical model. In Section 4, the data and empirical results are 

presented, while Section 5 concludes. 

2 Background 

2.1 Pre-school child-care in Sweden 

In Sweden, the municipalities are obligated to provide child-care for children 

aged one to twelve years. The central government decides on the curriculum 

that specifies the overall goals and orientation for pre-schools, and the munici-

palities are responsible for implementing the national goals. The child-care is 

financed partly by central government grants and partly by local tax revenues 

and user fees. The municipality can permit a private pre-school to perform the 

pre-school activities if the program offered meets the standards for safety and 

quality and if the fees charged are not unreasonably high. In most municipali-

ties, private pre-schools are subsidised in the same way as the public pre-

schools. 

Child-care can be divided into two broad categories: pre-school child-care, 

which is directed towards children of age one to five, and school-age child-

care aimed at children six to twelve years of age. Pre-schools care for children 

while their parents are working or studying. Pre-school activities are organized 
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in essentially three different ways. The most common form of child-care con-

sists of pre-school centres that provide integrated child-care and early educa-

tion. A second form is family day care. It involves childminders, employed by 

the municipality, who provide child-care in their own homes while the parents 

work or study. In 2006 about 85 per cent of all children one to five years of 

age attended pre-school centres or family day care.1 The open pre-school, 

finally, is a supplement where children of parents who are at home during the 

day can participate. It is an educational group activity, developed by child-

minders, stay-at-home-parents and pre-school staff.

2.2 Child-care reform 

During the 1990s child-care fees became an increasingly important source of 

funding for the Swedish municipalities. The fee revenue as a percentage of 

total cost in pre-school centres went from approximately ten per cent in the 

beginning of the 1990s to 17 per cent in 1999. The changes in the municipal 

fee systems during the 1990s concerned fees related to household income 

(income dependent fees) and to time spent in child-care (time rates). The most 

marked increase was in time rates. In 1993, 60 per cent of the municipalities 

had at most two time rates in pre-school care, while in 1999 the corresponding 

figure was 13 per cent. By the end of the 1990s, most municipalities applied 

some form of income dependent fee. The most common method was to use a 

proportional income rate combined with an upper limit income level. The 

proportional rates varied between the municipalities and between families with 

different characteristics, and the median marginal rate was about 10 per cent 

out of family income. Some municipalities charged families according to in-

come intervals with zero marginal rates.2

                                                
1 The Swedish National Agency for Education [Skolverket in Swedish] (2007a). 
2 Descriptions of fee systems are given by the Swedish National Agency for Education (1999, 
2003). 
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The reform 'Maximum fees and general pre-school' was mainly introduced to 

increase accessibility to pre-schools and school-age child-care. In 1999, the 

national government initiated an investigation into the publicly provided child-

care. In May 2000, the Government launched a proposal for reform which 

consisted of three different parts: (i) the right to participate in public child-care 

for children of parents that are either unemployed or on parental leave with a 

sibling, (ii), a uniform system of child-care fees and (iii) a general free of 

charge pre-school for four- and five-year-olds for a stipulated number of hours 

per year. The reform was decided on by the Swedish Parliament in November 

2000, and the first part to be implemented concerned children of the unem-

ployed (July 1, 2001) and of people on parental leave (January 1, 2002).3

The second part of the reform concerned the maximum fee system discussed 

in this paper. This system was implemented on January 1, 2002. One purpose 

of the maximum fee was to improve the financial circumstances as well as 

horizontal equity among families with children. Prior to the reform, the fees 

for pre-schools varied to a large extent among the municipalities. A family 

with two children, average incomes and children who spent 33 hours per week 

in pre-school paid between 0 and 4,160 SEK per month in 1999.4 Another aim 

was to reduce marginal effects and to encourage participation in the work-

force. Finally, since pre-school is considered an integrated child-care and early 

education activity, the reform was also seen as a way to facilitate educational 

planning. 

The new fee system specified the fee as a function of household income with 

an upper limit. In pre-school care, the household income related part was set at 

three per cent for the first child, two per cent for the second child, one per cent 

                                                
3 General descriptions of the maximum fee reform package are given by the Swedish National 
Agency for Education (2003, 2004, 2007a, 2007b). 
4 The Swedish National Agency for Education (1999).
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for the third child and zero for the following children. The maximum house-

hold income level was set at 38,000 SEK per month, meaning that the maxi-

mum fee was set at 1,140 SEK per month for the first child. The third part of 

the reform was introduced on January 1, 2003, and concerned general pre-

school for four- and five-year-olds for at least 525 hours per year. This general 

pre-school is free of charge. 

The right to pre-school for children whose parents are unemployed or on pa-

rental leave and the general pre-school for four- and five-year-olds are regu-

lated in law and thus compulsory for the municipality. The maximum fee is 

voluntary. The maximum fee reform was made as an offer to municipalities to 

agree to a common fee system. Since it would mean that municipalities would 

lose revenue from fee collection, the national government devised a compen-

sation scheme to cover the losses. A central government grant, the maximum 

fee grant, was made available for the municipalities that joined the system. 

This grant was calculated on the basis of the number of small children in the 

municipality and a standardized cost; the cost differs between the municipali-

ties based on a calculated cost of providing services.5 The grant was of a lump-

sum nature and not conditioned by use, meaning that municipalities could 

choose how to spend the grant. In addition, another intergovernmental grant 

was introduced to assure that the quality of child-care was kept intact. This 

latter grant, the grant for quality securing measures (or quality grant for short), 

was conditioned by the municipalities spending the money on improving the 

quality of child-care either in the form of hiring more personnel or by improv-

ing the competence of existing personnel. The grant was calculated on the 

same basis as the maximum fee grant. However, some municipalities were 

unable to use the entire grant as intended, and therefore returned part of the 

money.6  

                                                
5 The Swedish National Agency for Education (2007). 
6 Ibid. 
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All but two municipalities joined the maximum fee system the first year it was 

introduced. The other two municipalities joined the system in 2003. The intro-

duction of the maximum fee had a considerable impact on the fee structure in 

the Swedish municipalities. The out-of-pocket payment of families decreased 

sharply. Between 2001 and 2003, the average fee per family decreased by 

1,300 SEK. Thus, the financing of municipal child-care changed dramatically 

in 2002. Table 1 displays the average fee collected as a percentage of the total 

expenditure on public child-care for municipalities with different pre-reform 

system characteristics for the years 1999 and 2002.  

In the table we have distinguished between those municipalities that applied 

fees dependent on household income and those charging fees based on the 

time spent at the child-care centre. By the end of the 1990s, most municipali-

ties used some form of time dependent fee. These were constructed by using 

either hourly rates or time intervals. The number of time intervals used varied; 

144 out of 289 municipalities used more than three intervals in their fee sched-

ules. The use of income dependent fees was also common. One construction 

usually applied was a proportional rate with an upper limit. The amount of 

revenue brought in by fees varied relatively little among municipalities with 

different pre-reform characteristics. Approximately 16 per cent of the cost of 

child-care was covered by fees. The exception was those few municipalities 

that did not use time rates, where a smaller proportion of the cost was covered 

by fees. Note also the drop in fee coverage in 2002, the first year with the new 

system. Even though municipalities faced the same system in 2002, there were 

some variations in fee coverage depending on differences in cost and the com-

position of families in terms of income levels.   
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Table 1: Fees collected as a percentage of total expenditure 1999 and 
2002, municipality averages

Year Number of Description 

1999 2002 municipalities 

Time rates in 1999    

Hourly rate 17.2 10.6 55 

Interval rate 16.0 9.1 226 

No time rate 12.9 9.3 8 

    

Income dependent fee 1999    

Proportional rate 16.1 9.3 182 

Interval rate 15.9 9.5 69 

No income dependent fee 17.0 10.1 38 

Source: Calculations based on the Swedish National Agency for Education (1999). 

3 Research strategy 

3.1 The determinants of public child-care expenditures, quality and 

local tax rates 

A major concern with the child-care reform was the fear that the municipali-

ties would be unable to maintain quality at the pre-reform levels or that the 

municipalities would increase taxes in order to finance the decreasing revenue 

from child-care fees.  In order to study the effects of the fee reform, this sec-

tion first briefly discusses a model for the primary purpose of explaining what 

factors determine public expenditures on child-care, child-care quality and tax 
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rates at the municipal level. Then we discuss how to identify the effects of the 

fee reform in an empirical analysis.  

To motivate our analysis, we sketch a simple public expenditure model aug-

mented with individual decisions regarding labour supply and child-care de-

mand.7 Municipalities are assumed to be run by decision makers, maximizing 

welfare of families taking into consideration how individuals respond to policy 

when making their decisions. Child-care fees are here assumed to be exoge-

nous to the municipal decision-maker, since a primary purpose is to study the 

effects of parametric changes in the fee system. Families solve a labour supply 

decision, in which utility depends upon consumption and leisure as well as the 

quality of public child-care. Labour supply and the demand for child-care will 

depend on the hourly wage net of income taxes, the quality of child-care, and 

the parameters of the child-care fee system.  

Municipalities provide child-care quality and other goods. They use receipts 

from income taxes, child-care user fees and intergovernmental grants to fi-

nance the expenditures.  A social planner maximizes welfare of the residents 

by choosing child-care quality and an income tax rate. For our purposes, the 

upshot of such a model is reduced form expressions for the tax rate and qual-

ity, which we can denote ( ), , ,q q n y z= Γ  and ( ), , ,n y zτ τ= Γ , where 

q  and τ  denote quality and tax rate, respectively, n  is the (relative) size of 

the group of families with small children, Γ  parameters of the fee system, y

economic factors (wages, intergovernmental grants etc.) and z other factors 

that affect the cost of providing the public child-care services.  

                                                
7 There is a large literature on public expenditures. See Bergstrom and Goodman (1973) for an 
early example of how to model public expenditures, and Andersson, Aronsson and Wikström 
(2004) for a theoretical model and empirical application of tax rate determination under variable 
labour supply.  The model used here is described in detail in Holmlund and Wikström (2005).  
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To obtain an expression of the expenditures on child-care, let the unit cost of 

child-care be a strictly increasing function of child-care demand x  and quality 

q ; ( ), ,k x q z . Parameters of the fee system enter the cost of child-care 

through child-care demand and/or the quality of child-care. Finally, one should 

note that the qualitative effect of various exogenous factors on child-care qual-

ity, taxation, and expenditure per child cannot be established without making 

specific assumptions.  

3.2 Identifying heterogeneous effects of the fee reform 

Previous evidence suggests that the change in demand following from the fee 

reform differed depending upon the pre-reform fee systems the municipalities 

had applied. In particular, municipalities that applied time rates had a lower 

average number of hours of care prior to reform, and the increase in hours in 

2002 was bigger than in municipalities that did not apply time rates prior to 

the reform (Wikström, 2007). The maximum fee reform implied that house-

holds paid an amount proportional to income (up to a maximum level of in-

come), and the fee variations with respect to the number of hours of care were 

severely restricted by the fee cap. In terms of a demand model for the family, 

this means that the hourly price of child-care decreased for those municipali-

ties that applied time rates prior to reform, while the hourly price in munici-

palities that applied income dependent fees did not change. This suggests that 

time rates, in comparison to other fee systems, may serve to limit the demand 

for child-care in terms of the number of hours of care. On the other hand, the 

decision to participate in pre-school might have been differently affected by 

the reform. Families in municipalities with income dependent fees faced high 

out-of-pocket costs associated with participation prior to reform, while the cost 

of participation for families facing time rates was relatively lower, since they 

could choose part-time attendance. Thus, conditioning on the pre-reform fee 
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systems may capture differences in parental demand effects due to the reform. 

Obviously, municipalities that experienced large demand increases following 

from the reform may have responded by decreasing the quality of child-care in 

order to limit the negative effect on the municipality’s budget. This means that 

demand increases do not necessarily translate into increases in expenditure per 

child and taxation, and that differences in pre-reform systems may instead 

distinguish municipalities with respect to quality changes. 

To further motivate the analysis in this paper, we note that the introduction of 

a common maximum fee system was made in all but two of the municipalities 

in the year 2002. This means that, unless we are able to observe some differ-

ences between municipalities, it will be difficult to separate changes in the fee 

system from other changes that may have affected the municipalities at the 

same time. We exploit the idea that different pre-reform fee systems capture 

relative demand effects (or quality effects) by controlling for what type of 

system was in use in 1999. By choosing characteristics of the fee systems 

three years prior to reform, we limit the risk that the identifying variables are 

endogenous to the reform outcomes since the first steps towards the reform 

were taken in the late spring of 1999. We distinguish different fee systems in 

two directions by the use of dummy variables; (i) municipalities that used time 

rates, either hourly rates or rates in time intervals, and (ii) municipalities that 

used income dependent fees, either in the form of fees directly proportional to 

household income or fees differing between income intervals. Thus, in all 

there are four dummy variables that capture the pre-reform fee systems. The 

distribution of municipalities over the pre-reform fee systems is given in   

Table 2. 
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In the way we have distinguished the pre-reform fee systems, all possible fee 

combinations were used. The number of municipalities in the different cells of 

the table is unevenly sized. According to the table, the most common fee sys-

tem was using a fee proportional to household income in combination with a 

time interval fee. Note also that there were only two municipalities that ap-

plied uniform child-care fees in 1999.  

We use data for the municipalities over the years 1999 to 2005. Let subindex 

i  denote municipality and t  year. The empirical models that we estimate are 

the following 

4

1
it i t it it j j it

j
k f d Z Y α ε

=

= + + + + Γ +�

4

1
it i t it it j j it

j
f d Z Yτ α ε

=

= + + + + Γ +�

Table 2: Municipal child-care fee systems in 1999

Time rates 1999 

Income dependent fee 1999 No Hourly rate Interval rate Sum 

No 2 8 28 38 

Proportional rate 4 35 143 182 

Interval rate 2 12 55 69 

Sum 8 55 226 289 

Source: Calculations based on the Swedish National Agency for Education (1999). 
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where itk  and itτ  denote per child expenditure and income tax rate , if  is a 

municipality specific effect, td  a period specific effect, itZ  variables and 

parameters associated with the municipality’s cost conditions, itY  variables 

and parameters associated with economic information, and itε  is a normally 

distributed error term with mean zero. Finally, the sum j jj
α Γ�  consists of 

dummy variables jΓ , j=1,4, taking the value one for observations in the post-

reform period if the fee system is of type j in the pre-reform period, and asso-

ciated parameters  jα , j=1,4. The way we have specified the equations above 

implies that the estimated effects of the pre-reform fee systems are interpreted 

as difference-in-difference estimates of the fee changes that occurred in 2002. 

4 Empirical analysis 

4.1 Data  

The empirical analysis is based on data on the 290 Swedish municipalities. As 

mentioned above, data for a period before and after the reform date is used. 

We combine data from Statistics Sweden and the Swedish National Agency 

for Education over the period 1999 to 2005. Characteristics of the municipali-

ties are obtained from Statistics Sweden and include age distributions, popula-

tion, and population distances (the average distance in kilometres between 

individuals in a municipality). Economic characteristics include local tax rates, 

per capita tax bases (average income), and intergovernmental grants. The grant 

variables are the grant for the implementation of the maximum fee system, the 

grant for quality securing measurements in pre-school, and the general inter-

governmental grant. All monetary variables have been deflated by the con-

sumer price index and are measured in 2005 money value. 
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Child-care data was obtained from the Swedish National Agency for Educa-

tion. In this paper, we use information on public child-care. Child-care data is 

available for public as well as private pre-schools, but there is no information 

on expenditure for private pre-schools. Moreover, private pre-schools have not 

necessarily applied the same fee systems as the public pre-schools. Variables 

used are the teacher-child ratio (which measures personnel intensity in mu-

nicipal pre-schools as the number of teachers per 100 children), the per-child 

public expenditure, the percentage of pre-school children with a different 

native language than Swedish, the percentage of children of age one to five 

that participate in pre-school, and the average number of hours of care in pre-

school.  

To capture differences in fee setting among the municipalities prior to the 

reform, we use information from a questionnaire by the Swedish National 

Agency for Education conducted in 1999.8 Dummy variables have been con-

structed to describe the different systems as discussed in Section 3.2. An ad-

vantage of using information from 1999 is that the reform content was un-

known at the time, meaning that we can treat the pre-reform dummies as ex-

ogenous. Two of the municipalities introduced the maximum fee reform in the 

year 2003. For those municipalities, the post-reform period covers the years 

2003 to 2005. Out of the 2030 observations contained in the original data, 

some have been excluded due to missing information. Description of the vari-

ables used and descriptive statistics are presented in Tables A1 and A2 in the 

Appendix.   

                                                
8 See Section 3.2 for our definitions of the fee dummy variables, and the Swedish National Agency 
for Education (1999) for the original investigation of child-care fees. 
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4.2 Results 

In order to obtain suitable empirical specifications, we start by estimating 

general models for the two outcome variables, the public expenditure per child 

and local income tax rate, in which differences between subgroups of pre-

reform fee systems are allowed to vary over the years following the reform. 

The idea is that municipalities do not necessarily adapt immediately to the new 

system. To control for slow adjustment, each subgroup specific dummy is 

interacted with period specific dummies for the years 2002 to 2005. Then, we 

test the null hypothesis that between-subgroup differences are constant over 

the post-reform period versus the alternative that differences vary over the 

post-reform years.  For the local income tax rate, we reject the null hypothesis. 

Here we find that a plausible empirical specification is that the first year effect 

(2002) is different from that of the later years. For the public expenditure we 

cannot reject the null hypothesis, meaning that we can treat the reform effects 

as constant over the post-reform period.9 The final estimation results are pre-

sented in Tables 3 and 4 below. 

Child-care expenditures 

In Table 3, the results regarding the determinants of the expenditure per child 

are presented. In column 1, we condition on period specific effects, the sub-

group dummies, and the background variables. As a comparison, column 2 

presents the estimation results where we have excluded the background infor-

mation. 

                                                
9 Municipalities may have responded to reform prior to the reform date. To address this issue, we 
have also estimated models in which the reform effects are allowed to be non-zero for the year 
2001.  We cannot reject the null hypothesis of zero reform effects during the year 2001.  
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Table 3: Determinants of the per child municipal expenditure 

I II 

Variable Coefficient Std. error Coefficient Std. error 

Intercept 2000 -0.572 0.882 1.73*** 0.652 

Intercept 2001      0.222 1.20 4.12*** 0.626 

Intercept 2002 -3.42 2.88 2.20* 1.82 

Intercept 2003 -4.38 3.14 2.74 1.84 

Intercept 2004 -6.78* 3.57 2.69 1.83 

Intercept 2005 -14.01*** 4.95 5.20*** 1.84 

Pre-reform fee subgroups     

Hourly rate 5.35*** 1.84 6.47*** 1.70 

Time interval rate 3.75** 1.75 4.72*** 1.63 

Proportional income fee -0.720 1.06 -1.17 1.06 

Income interval fee -0.350 1.17 -0.94 1.20 

Other variables     

Population proportion 1-3 years old -5.53*** 1.84  

Population proportion 4-5 years old -3.75** 1.75   

Population proportion 6-15 years old -0.593 0.528  

Population proportion 16-19 years old 1.06* 0.603  

Population proportion over 65 years old -0.096 0.332   

Proportion of children speaking a foreign language -0.035 0.049   

Log of population  7.53 14.8   

Population distance  -0.004 0.014   

Average income 0.344*** 0.123   

General grant  0.101 0.312   

Maximum fee grant -11.43** 4.84   

Quality grant 79.28*** 18.81   

Number of observations 1,978 1,985 

Adj. R2 0.632 0.623 

Note: Estimation period 1999-2005. Municipality specific effects are included. Standard errors are heteroskedastic-consistent. 
*** denotes statistical significance on the one percent level, ** significance on the five per cent level, and * significance on 
the ten per cent level 
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The estimates presented in column 1 of Table 3 suggest that there was no large 

uniform shift in spending at the time of the introduction of the maximum fee 

reform in 2002. The period specific estimate drops between the years 2001 and 

2002, but the change is not significantly determined. Municipalities that ap-

plied time rates prior to the reform had significantly larger expenditure in the 

post-reform period. The effect is somewhat bigger for those municipalities that 

applied hourly rates; according to column 1 it is approximately 5,000 SEK per 

child or 5 per cent of the average expenditure. Note also that adding explana-

tory variables has no major effect on the subgroup dummy estimates. 

Let us briefly comment upon the estimates of the background variables. We 

find that the demographic characteristics of the municipality determine the 

expenditure on child-care. A larger share of children aged one to five de-

creased the expenditure per child, while other age group sizes do not appear to 

have had any effect on the expenditure on child-care. This result indicates 

slow adjustment to demographic changes in the younger age groups, and is 

consistent with previous research on the effects of demography on public 

expenditures10. The expenditure on child-care is increasing in average income 

of the municipality, while there is no clear pattern regarding the different in-

tergovernmental grants. The general grant appears to have had no effect on 

spending per child. However, the parameter associated with the grant for qual-

ity securing measurements is very large and positive, while the maximum fee 

grant had a negative effect. One potential problem is that the quality grant is 

not given as a lump sum. Since the grant was conditioned on personnel expan-

sion in the public child-care sector, and since some municipalities returned 

money that they were unable to use, the grant may be endogenous. Therefore, 

                                                
10 See e.g. Borge and Rattsø (1995). 
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one should not interpret the estimate associated with the quality grant as a 

casual effect.11  

Income tax rates 

One important aspect of the fee reform is if it had any major impact on taxa-

tion in the municipalities. In Table 4, the results for the determinants of local 

income tax rates are presented. As mentioned above, we cannot reject the 

hypothesis that the fee reform had different effects over time. Therefore in 

Table 4 we distinguish between a first-year effect (2002) and effects of the 

later years (2003-2005). 

We first note that local income tax rates are determined by the demographic 

group sizes. It is primarily those age groups towards which the main part of 

the local public services is directed, i.e. school age children and the elderly, 

which affect the tax rates. According to the estimates, tax rates are positively 

associated with average income in the municipalities. This result is contrary to 

prior expectations, since a positive relation indicates that the income elasticity 

of demand for public services is larger than what is usually found in the litera-

ture.12 However, municipalities that increased the taxes the most during this 

period are those with high income. We interpret this as an indication that the 

                                                
11 Another potential problem with estimating the influence of the two child-care grants separately 
is that they are highly correlated. This stems from the fact that the grants allocated are (in part) 
determined by the same underlying factors. We have run additional regressions where one of the 
two variables is excluded. This decreases (in absolute value) the estimate of the other parameter. In 
particular, the parameter associated with the maximum fee grant becomes small and insignificant, 
while the effect of the quality grant is still large. The other parameter estimates are only marginally 
affected by the exclusion of the grant variables. 
12 In terms of a demand model for public expenditures, a positive relation between the tax rate and 
income is consistent with an income elasticity larger than one. However, the income elasticity of 
demand is usually estimated to be less than one. 
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Table 4: Determinants of municipal income tax rates  

I  II  

Variable Coefficient Std. error Coefficient Std. error 

Intercept 2000 -0.071*** 0.027 0.035* 0.021 

Intercept 2001      -0.127*** 0.037 0.061*** 0.020 

Intercept 2002 -0.087 0.098 0.262*** 0.083 

Intercept 2003 -0.014 0.098 0.448*** 0.078 

Intercept 2004 -0.055 0.113 0.559*** 0.078 

Intercept 2005 -0.375** 0.164 0.595*** 0.078 

Pre-reform fee subgroups     

2002 effects      

Hourly rate -0.101 0.073 -0.090 0.078 

Time interval rate -0.066 0.068 -0.078 0.074 

Proportional income fee -0.064* 0.038 -0.104** 0.042 

Income interval fee -0.104** 0.043 -0.114** 0.046 

2003-2005 effects     

Hourly rate 0.068 0.064 0.086 0.074 

Time interval rate  -0.016 0.060 -0.029 0.069 

Proportional income  -0.186*** 0.035 -0.240*** 0.043 

Income interval fee -0.214*** 0.039 -0.243*** 0.047

To be continued 
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Table 4 continued 

I  II  

Variable Coefficient Std. error Coefficient Std. error 

Other variables     

Population proportion 1-3 years old 0.040 0.044   

Population proportion 4-5 years old -0.035 0.049   

Population proportion 6-15 years old 0.031* 0.017  

Population proportion 16-19 years old -0.027 0.019   

Population proportion over 65 years old 0.030*** 0.011   

Proportion of children speaking a foreign 

language 
-1.94⋅10-4 0.002   

Log of population  -0.144 0.483   

Population distance  -0.236 0.331   

Average income 0.025*** 0.004   

General grant  -0.017** 0.007   

Maximum fee grant -0.327** 0.147   

Quality grant 2.43*** 0.747   

Number of observations 2,019 2,026 

Adj. R2 0.973 0.969 

Note: Estimation period 1999-2005. Municipality specific effects are included. Standard errors are heteroske-
dastic-consistent. *** denotes statistical significance on the one percent level, ** significance on the five per 
cent level, and * significance on the ten per cent level. 
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low tax municipalities adjusted their tax rates during the estimation period.13

Note also that the effect of the general intergovernmental grants is negative, 

showing that grants serve to equalize tax rates between poor and rich commu-

nities. The average local income tax rate increased for each of the years con-

tained in our data. However, the yearly increase is small, about 0.03 to 0.12 

percentage points. Looking at the estimates in Table 4, column 1, we note that 

period specific effects appear to increase around the reform date, although the 

difference is not significantly determined. A more interesting development is 

found between the subgroups. Looking at the first year effects, municipalities 

that applied time rates in 1999 did not have significantly different tax rates 

compared to the reference group in 2002. However, municipalities that applied 

income dependent fees had significantly lower tax rates in 2002, indicating 

that these municipalities did not increase taxes as much between 2001 and 

2002 as the rest of the municipalities did. This difference is further strength-

ened over the years 2003 to 2005. Municipalities that applied income depend-

ent fees in 1999 had on average 0.2 percentage points lower tax rates during 

the years 2003 to 2005. These results are consistent with our earlier results; 

municipalities that applied time rates prior to the reform increased their ex-

penditure per child as well as tax rates in comparison to those municipalities 

that applied income dependent fee systems. 

The two intergovernmental grants associated with the fee reform have oppo-

site sign effects. The maximum fee grant decreases tax rates, which is plausi-

ble considering that the grant was a lump sum. This indicates that the maxi-

mum fee grant served to finance the revenue drop caused by the fee reform, 

and that municipalities would have increased their taxes had the grant not been 

given. On the other hand, we find that the quality-securing grant increased 

                                                
13 Estimating a model for tax changes as a function of past tax rates yields the result that taxes 
increase less in those municipalities that had high initial tax rates, i.e. tax rates are (partially) 
equalized over time.    
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taxes. Given the large effect of the quality grant on expenditures, we are not 

really surprised to find a positive association. However, as mentioned above, 

this grant was not of a lump sum nature. One should therefore be careful in 

interpreting the quantitative effect. 

Quality versus demand effects

There are basically two explanations of the estimated differences between 

subgroups. One explanation is that the demand increase was larger in the mu-

nicipalities that applied time rates compared to the rest of the municipalities. If 

time rates restrict demand by decreasing the number of hours in child-care, as 

previous evidence suggests, then switching to a system with income dependent 

fees will likely increase the demand in terms of hours of care. However, we 

cannot at this stage rule out the explanation that municipalities in different 

subgroups responded differently by changing the quality of child-care. This 

would be the case, for example, if municipalities using time rates increased the 

child-care quality relative to the other municipalities. In order to determine 

which of these two explanations is most suitable, it is necessary to study the 

reform effects with respect to quality and demand. 

The municipality data offers some possibility for analysis here. Quality is 

measured by using the teacher-child ratio defined as the number of personnel 

per one hundred children. Although this measure does not capture all aspects 

of quality, it is readily available at the municipal level. Demand is measured 

by two variables, aimed at capturing two different dimensions of child-care 

demand. First, to capture the decision on hours, the determinants of the aver-

age number of hours per week among pre-school children are estimated. As 

mentioned above, we expect that the average number of hours increased in 

municipalities that used time rates prior to reform relative to the other munici-

palities. Second, to capture the participation decision, the percentage of small 
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children in the municipality that attend a public pre-school is studied. Our 

hypothesis is that participation increased more in municipalities that used 

income dependent fees than in municipalities that used time rates for the rea-

son outlined in Section 3.2. We regress these three variables on the same de-

terminants as before. The estimation results are presented in Table 5.  

The teacher-child ratios are slowly decreasing over the post-reform period, but 

appear too heterogeneous for the period specific effects to be estimated with 

precision. We also note that there was no change in intercept between 2001 

and 2002. The subgroup dummies vary in sign with large standard errors, 

indicating that there is no clear-cut response in child-care quality to the change 

in relative demand. Taken together, we interpret the results as evidence that 

the municipalities did not respond to the fee reform by decreasing the quality 

of public child-care.14  

The second column of the table presents the regression results for the percent-

age of children in public pre-school. We first note that the proportion increases 

over time, and that the difference between 1999 and 2005 is as large as 29 per 

cent. The single largest yearly increase coincides with the reform date. How-

ever, this should not necessarily be ascribed to the fee changes. It is likely that 

a big part of the increase is due to the possibility for children of parents on 

parental leave and unemployed people to participate in pre-school that was 

introduced around the same time. There is no consistent pattern regarding the 

subgroup differences. The estimates associated with time rates are negative, 

but not significantly different from the reference group. We conclude that the 

                                                
14 One can note that the quality grant in this case too has a large effect (not shown in the table); the 
parameter estimate is large and significant. An increase in the grant with one standard deviation 
increased the teacher-child ratio by approximately 0.3 standard deviations on average. 
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Table 5: The effects on quality and demand for child-care 

Variable 
Teacher-

child ratio 

Participation in 

pre-school 

Hours of care 

Intercept 2000 -0.250 

(0.166) 

2.10*** 

(0.611) 

-0.176* 

(0.107) 

Intercept 2001 -0.136 

(0.223) 

3.28*** 

(0.786) 

-0.331** 

(0.146) 

Intercept 2002 -0.312 

(0.737) 

16.0*** 

(2.69) 

-1.15*** 

(0.340) 

Intercept 2003 -0.652 

(0.760) 

19.9*** 

(2.77) 

-1.37*** 

(0.374) 

Intercept 2004 -1.19 

(0.799) 

22.3*** 

(2.94) 

-1.67*** 

(0.431) 

Intercept 2005 -1.57 

(0.978) 

28.7*** 

(3.85) 

-2.78*** 

(0.563) 

Pre-reform fee subgroups    

Hourly rate 0.021 

(0.487) 

-2.27 

(1.81) 

1.10*** 

(0.235) 

Time interval rate  -0.473 

(0.478) 

-1.07 

(1.76) 

0.368* 

(0.224) 

Proportional income  -0.010 

(0.212) 

1.22 

(0.769) 

-0.012 

(0.106) 

Income interval fee 0.152 

(0.226) 

-0.618 

(0.804) 

0.275** 

(0.116) 

Number of observations 2018 2019 1978 

Adj. R2 0.496 0.898 0.875 

Note: The estimation period is 1999-2005. Heteroskedastic-consistent standard errors are given within 
parenthesis. The background variables included are the same as in Tables 3 and 4, column 2. Municipality 
specific effects are also included. *** denotes statistical significance on the one percent level, ** significance 
on the five per cent level, and * significance on the ten per cent level. 
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hypothesis that the demand increases, in terms of the number of pre-school 

participants, are associated with the pre-reform fee systems can be rejected. 

The final column of Table 5 presents the estimates of weekly hours in pre-

school. The general trend concerning hours of care in pre-school is negative, 

which we mainly attribute to the possibility of the unemployed and those on 

parental leave to have their children in pre-school part time. In addition, the 

general pre-school for children of age four to five may also have had a nega-

tive effect on hours. In comparison to the other subgroups, the number of 

hours increased in the hourly rate subgroup for the post-reform years. As the 

general trend is negative, it means that the average number of hours did not 

decrease between 2001 and 2002 in the hourly rate subgroup. We also note 

that the subgroup dummy is positive for the time interval group and also for 

the income interval group, but these effects are much smaller in size. 

Finally, in order to further strengthen our interpretation of the results, we es-

tablish that there is indeed a link between expenditures, the demand for care 

and quality. A “cost function” is estimated directly by regressing the expendi-

ture per child on the teacher-child ratio, participation, and hours of attendance. 

The results show that the child-care expenditure is positively associated with 

quality and hours of care, and negatively associated with participation. Thus, 

the (relative) increase in the number of hours in the time rate group translated 

into higher per child expenditure relative to the other fee groups.15  

                                                
15 The estimated equation is ln(Expenditure)=0.012*Quality + 0.004*Hours - 0.002*Participation. 
All parameters are significantly determined at the five per cent level.  The regression also includes 
municipality specific effects, period specific effects, population and population distance. The 
results are available from the author upon request.
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5 Conclusions

In this paper, we have added to the empirical knowledge of the Swedish child-

care fee reform, and more generally to the determinants of public child-care 

expenditures. The analysis builds on the fact that municipalities applied differ-

ent fee systems prior to reform, which makes it possible to construct fee sub-

groups and make comparisons over time between the subgroups. Two differ-

ent outcome variables are first analysed; the public expenditure per child and 

the local income tax rate. Our main findings are as follows: Municipalities that 

applied time rates prior to reform had bigger increases in per child expendi-

tures and income tax rates compared to the municipalities that applied income 

dependent fees. The differences are sizeable; the difference with respect to tax 

rates is about the same size as the average change in tax rates in all municipali-

ties between the pre- and post-reform period. For the child-care expenditures, 

the differences are about five per cent of the cost per child.  

The differences may have been caused by a stronger demand increase in the 

group of municipalities that applied time rates, forcing these municipalities to 

increase expenditure as a reaction to the demand increase, but it may also have 

been caused by changes in child-care quality. The additional regressions that 

we ran suggested that the differences are caused by relative demand shifts 

among the fee subgroups. In particular, the average number of hours of care in 

pre-school decreased less in the municipalities that applied hourly rates prior 

to reform. In comparison to previous Swedish studies on child-care reform and 

labour supply, Lundin, Mörk and Öckert (2007), and Brink, Nordblom and 

Wahlberg (2007), our results show larger real effects on behaviour, not only 

by the municipalities changing taxes and expenditures, but also on individual 

behaviour in terms of child-care demand. This implies that it is important to 

consider general equilibrium effects in terms of taxes and expenditures within 
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the local public sector. It also implies that it may be important to consider 

child-care demand separately from labour supply behaviour. 
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Appendix 

Table A1: Variable definitions 

Variable name Description Data 

source 

Municipal expenditure per child The expenditure per registered child in public pre-school 

in 1,000 SEK calculated in 2005 money value 

SCB 

Municipal income tax rate  The municipal income tax rate measured in percentage 

points 

SCB 

Teacher-child ratio The number of personnel in public pre-school as a 

percentage of the number of registered children in public 

pre-school 

NAE 

Participation in public pre-school The number of registered children in public pre-school 

as a percentage of the population of age one to five 

NAE 

Hours of care The average number of hours of care per week among 

the children registered in public pre-school.    

NAE 

Population proportion 1-3 years old The percentage of the population of age one to three 

years 

SCB 

Population proportion 4-5 years old The percentage of the population of age four to five 

years. 

SCB 

Population proportion 6-15 years old The percentage of the population of age six to 15 years  SCB 

Population proportion 16-19 years 

old 

The percentage of the population of age 16 to 19 years SCB 

Population proportion over 65 years 

old 

The percentage of the population over the age of 65  SCB 

Proportion of children speaking a 

foreign language 

The percentage of all registered children of age one to 

five in public pre-school that have a native language 

other than Swedish 

NAE 

Log of population  The natural logarithm of the municipality’s population SCB 

To be continued 
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Table A1 continued 

Variable name Description Data source 

Population distance  The average distance between inhabitants in the 

municipality measured in kilometres 

SCB 

Average income The municipality’s income tax base in 1,000 SEK per 

inhabitant calculated in 2005 money value 

SCB 

General grants  1999-2004; the municipality’s income from general 

intergovernmental grants per capita in 1,000 SEK 

calculated in 2005 money value, 2005; the sum of 

municipal equalization per capita in 1,000 SEK 

SCB 

Maximum fee grant The maximum fee grant per capita in 1,000 SEK 

calculated in 2005 money value  

NAE 

Quality grant The sum of the grant for quality securing measures 

and personnel grant per capita in 1,000 SEK calcu-

lated in 2005 money value 

NAE 

Hourly rate A dummy variable that takes the value one in the 

post-reform period if the municipality applied a fee 

system with an hourly rate in the pre-reform period

NAE  

Time interval rate A dummy variable that takes the value one in the 

post-reform period if the municipality applied a fee 

system with time intervals in the pre-reform period

NAE 

Proportional income fee A dummy variable that takes the value one in the 

post-reform period if the municipality charged users 

in proportion to household income in the pre-reform 

period 

NAE 

Income interval fee A dummy variable that takes the value one in the 

post-reform period if fees were paid according to 

household income within different intervals  

NAE 

Note:  The data sources are SCB=Statistics Sweden, and NAE=The Swedish National Agency for Education 

(Skolverket). 
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Table A2: Descriptive statistics

Time period 

1999-2001 2002-2005 

Variable Mean 

(std.dev) 

Number of  

observations 

Mean 

(std.dev) 

Number of 

observations 

Municipal expenditure per child 92.11 

(10.81) 

830 97.34 

(10.25) 

1,155 

Municipal income tax rate  21.13 

(1.38) 

867 21.36 

(1.29) 

1,159 

Teacher-child ratio 18.81 

(2.26) 

867 18.75 

(1.88) 

1,158 

Participation in public pre-school 54.70 

(13.55) 

867 64.86 

(17.24) 

1,159 

Hours of care 29.34 

(2.38) 

830 28.34 

(2.16) 

1,155 

Population proportion 1-3 years old 2.94 

(0.43) 

867 3.02 

(0.51) 

1,159 

Population proportion 4-5 years old 2.25 

(0.34) 

867 2.01 

(0.30) 

1,159 

Population proportion 6-15 years old 13.93 

(1.32) 

867 13.26 

(1.34) 

1,159 

Population proportion 16-19 years 

old 

4.82 

(0.49) 

867 5.23 

(0.54) 

1,159 

Population proportion over 65 years 

old 

19.82 

(3.74) 

867 20.16 

(3.58) 

1,159 

Proportion of children speaking a 

foreign language 

6.57 

(7.56) 

866 7.98 

(9.09) 

1,159 

Log of population  9.82 

(0.89) 

867 9.82 

(0.91) 

1,160 

Population distance  0.279 

(0.272) 

867 0.283 

(0.280) 

1,159 

  To be continued 
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Table A2 continued 

Time period 

1999-2001 2002-2005 

Variable Mean 

(std.dev) 

Number of 

observations 

Mean 

(std.dev) 

Number of 

observations 

Average income 110.7 

(14.49) 

867 126.7 

(17.72) 

1,159 

General grants 6.86 

(4.29) 

867 7.51   

(5.31) 

1,159 

Maximum fee grant 0 867 0.337 

(0.087) 

1,153 

Quality grant 0 867 0.076 

(0.046) 

1,153 

Note: Monetary variables are measured in 1,000 SEK at 2005 prices. 
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Abstract 

This paper examines the effect of college quality on earnings using 

administrative data on Swedish college students. To consider possible 

heterogeneity, the effects for men and women are estimated separately and 

quantile regression is used to determine whether the effect of college quality 

differs over the income distribution. The overall results suggest that the link 

between college quality and earnings is weak in Sweden. A small positive 

effect is found for individuals that are likely to work full time as well as for 

individuals in the upper part of the income distribution, while negative effects 

are found for individuals located in the middle and lower parts of the income 

distribution. Furthermore, controlling for region of work affects the estimated 

effects, indicating a correlation between choice of college quality and choice 

of labor market region. 
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1  Introduction 

Several studies have estimated the effect of college quality on earnings and 

most of them indicate a positive relation. These studies are almost exclusively 

based on US data. One could expect that the effect of college quality differs 

depending on the structure of the university system and the conditions on the 

labor market. This suggests that the US results may not generalize to countries 

with more centralized university systems.1 In this paper, we analyze the effect 

of college quality on students’ subsequent earnings in Sweden. The results will 

contribute to the college quality literature by providing evidence from a 

country with two distinct characteristics: (i) publicly-provided higher 

education with no tuition fees and (ii) a labor market with low wage 

dispersion.  

The US literature on college quality and earnings includes for example Black 

et al. (2005), Black and Smith (2004, 2006), Monks (2000), Dale and Krueger 

(2002), and Long (2008). Quality is generally measured by a college’s 

selectivity or by college characteristics that are considered to be correlated 

with college quality. A common problem confronted in this literature is 

causality, due to the selection of students into colleges of different qualities. 

The most common method to address the selection problem is to rely on a 

selection on observables approach, which is implemented by OLS or by 

matching. The main result from these studies is that college quality has a 

positive effect on subsequent earnings. Choice of method does not appear to be 

of decisive importance for the results.2 OLS seems to provide the most positive 

significant results, while matching methods provide estimates of the same size, 

but with larger standard errors. Evidence for a non-US country is provided by 

                                                
1 This is discussed by e.g. Black et al. (2005). 
2 See e.g. Black and Smith (2004) and Long (2008) for a comparison of methods.  
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Chevalier and Conlon (2003) and Hussain et al. (2009). They use data from the 

UK and find a positive effect of college quality on wages.  

There is a limited Swedish literature related to the effects of college quality, 

but it focuses on college choice instead of directly conditioning on college 

quality. In some of these studies, colleges3 are grouped by age, where older 

universities are assumed to supply education of higher quality than colleges 

that were established later. Another approach is to condition on the individual 

colleges. Recent Swedish contributions in this area include Lindahl and Regnér 

(2005), Gartell and Regnér (2005), Lundin (2006), and Eliasson (2006a, 

2006b).  

Lindahl and Regnér (2005) use data on whole siblings to estimate the effect of 

college choice on subsequent earnings. They find that college graduates from 

old universities have higher subsequent earnings than college graduates from 

younger universities. Gartell and Regnér (2005) study the effect on earnings of 

attending different colleges and find significant effects that can be explained in 

part by where the individual chose to work after graduation. Lundin (2006) 

studies a sample of students who graduate from college with a degree in 

economics or business. He uses a non-parametric regression approach and 

finds that students who graduate from an old college tend to earn higher initial 

wages on average than students who graduate from younger colleges. Eliasson 

(2006a) includes measures of ability and uses OLS to examine the effect on 

earnings of graduating from five different college groups. In contrast to 

previous Swedish research, no systematic differences in estimated earnings 

between the college groups are found. In Eliasson (2006b), propensity score 

matching is used instead of OLS to estimate the causal effect on earnings of 

                                                
3 The terms college and university will be used interchangeably in this paper. 
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graduating from old universities rather than young universities. No effect of 

college choice on earnings is found with this method either.   

The diverging results in the Swedish studies may be explained by several 

different factors. The individuals in Lindahl and Regnér are born between 

1951 and 1964 while Eliasson uses a sample born between 1969 and 1974 

(who graduated during the 1990s). Gartell and Regnér base their study on 

students who graduated in 1989/90 or 1993/94. This implies that there are 

large differences in the graduation years between the studies. The students in 

Gartell and Regnér’s study entered the labor market in the first half of the 

1990s, a period when Sweden experienced high unemployment. Eliasson’s 

study is based on students who graduated no later than 1998/99. This means 

that Eliasson includes both students who graduated during a period of high 

unemployment and students who entered the more favorable labor market in 

the end of the 1990s. The comparative advantage of studying at an old or 

selective university could be more important during periods of high 

unemployment when the employers have a wider selection of applicants to 

choose from. In periods of low unemployment, employers may not have the 

same opportunity to sort applicants based on their choice of university. This 

implies that the different results could be explained by the fact that the effect 

of college choice differs over the business cycle. 

Another possible explanation for the diverging results is that Lindahl and 

Regnér and Gartell and Regnér may overestimate the effect of college choice 

due to lack of information about ability. Eliasson includes controls for ability 

and finds no effect of college choice. In addition, Eliasson aggregates the 

colleges into two or five groups, based on when they were established. There 

may be heterogeneous effects within each group, which is hidden by the 

aggregation. Lastly, Lundin only includes students with a degree in economics 
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or business. This sample is more homogenous than the other samples, making 

it difficult to compare the results.  

The diverging results from the Swedish studies on the effect of college choice 

and the lack of European studies on the effect of college quality motivate this 

study. Even though the results from these previous Swedish studies are often 

interpreted in terms of college quality, this is the first Swedish study that 

explicitly studies the effect of college quality itself rather than the effect of 

studying at different colleges or categories of colleges.4 Thus, this paper 

contributes to the existing literature in three ways. First, besides being the first 

to provide Swedish evidence on the effect of college characteristics on 

earnings, we contribute to the nearly non-existent European literature on the 

topic. Since the effect of college quality may differ depending on the 

university system and/or the labor market structure, evidence from a non-US 

country is particularly valuable. Second, the data allow us to exclude students 

who switch universities. Compared to earlier studies, this implies a reduction 

in the measurement error in college quality. Third, the large number of 

observations also enables us to consider the heterogeneity among students. 

Except for some attempts to study men and women separately, the possibility 

of heterogeneous effects has not been explored in previous studies.  

The full sample includes 17,554 students who began studying in 1997 and who 

received positive earnings in 2005. Our main focus is to estimate the effect of 

college quality for individuals who are likely to work full time in the outcome 

year, i.e., we are interested in the effect on productivity rather than on labor 

supply. To make the estimates more comparable to those obtained when using 

hourly wages, we follow previous Swedish studies and impose an earnings 

restriction, which results in a sample of 11,344 individuals. Three college 

                                                
4 Lindahl and Regnér (2005) include rate of teachers with a PhD, but their variable is measured 
with substantial error and they still control for college type. 
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characteristics that are assumed to be positively correlated with quality will be 

considered; proportion of teachers with a PhD, teacher/student ratio and grade 

point average (GPA) from upper secondary school among contemporary 

college beginners. The variables are introduced both separately and combined 

into an index. We follow a selection on observables approach to identify the 

effect of college quality on earnings which is implemented by OLS. The 

method is motivated by the rich dataset at hand which enables us to control for 

several variables such as individual characteristics, parental background and 

college and education history. Ability is measured by GPA from upper 

secondary school.  

We estimate the effect of the individual college characteristics and the college 

quality index for a sample that consists of both men and women as well as for 

men and women separately. In addition, we analyze several subsamples as part 

of a sensitivity analysis. To further consider the heterogeneity of the effect we 

also estimate quantile regressions on individuals with positive earnings to 

examine if the effect of college quality differs over the income distribution. 

The quantile regressions enable us to discuss the impact on labor supply and 

the implications of the earnings restriction.   

The results show that there is a positive effect of college quality on earnings 

for individuals that are likely to work full time and for individuals in the upper 

part of the income distribution. Negative effects are found for individuals 

located in the first half of the income distribution. However, the magnitude of 

the effects is small, indicating that the link between college quality and 

earnings is weak in Sweden.  

The paper is organized as follows: Section 2 describes institutional background 

and college quality in Sweden. Section 3 presents the data and Section 4 
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describes the empirical strategy. The results are presented in Section 5 and 

concluding remarks are provided in Section 6. 

2 Institutional background and college quality 

In 2007, there were 322,000 registered students at 50 different state-run or 

private institutions of higher education in Sweden.5 Even though the number of 

educational seats has increased substantially during the last 15 years the 

demand is still higher than the supply in many fields of study. This implies that 

the applicants have to be ranked. The ranking procedure is transparent and 

almost exclusively based on observable factors. The applicants are for the most 

part ranked by grade point average (GPA) from upper secondary school and 

scores on the Swedish Scholastic Aptitude Test (SweSAT).6  It is possible for 

the colleges to apply other admission criteria, but only for a small proportion 

of the educational seats.  

Financial support for all students is provided by the government and intended 

to cover living expenses and study material. The study allowance for full time 

studies amounts to SEK 7,492 per month in 2008 (USD 954)7, of which one-

third is a study grant and two-thirds are study loans.8 The allowance is 

independent of parents’ or spouse’s financial resources but may be reduced for 

students who earn extra income. There are no tuition fees at Swedish colleges 

and the provision of higher education is almost entirely public.9 The public 

                                                
5 The statistics are from the Swedish National Agency for Higher Education, referred to as 
Högskoleverket. See the Swedish National Agency for Higher Education (2008b) for more details 
on the statistics. For an overview of college education in Sweden, see Öckert and Regnér (2000).  
6 In 1997, applicants with at least five years of work experience had the possibility to add 0.5 
points to their SweSAT score and apply in a special category. This possibility disappeared in 2008. 
7 Based on exchange rates in December 2008 (1 USD = 7.86 SEK).  
8 In 1997, when our sample of students began their studies, the corresponding amount was SEK  
7,078 per month.
9 Among the larger providers of higher education in Sweden, the Stockholm School of Economics, 
Chalmers University of Technology and the University College of Jönköping are run by private 
sector governing bodies, i.e., they are self-governing and independent.  
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funding that the institutions of higher education receive for undergraduate 

education is based on the number of full time equivalent students registered 

and study achievements (number of study credits obtained by the students). 

The funding system accounts for the varying per-student cost across 

disciplines. This implies that, for a given study course, all colleges have the 

same resources per student.  

The central government provides goals and guidelines (mostly financial) while 

the individual colleges decide on, among other things, the orientation of study 

programs. The colleges are also responsible for assuring and improving the 

quality of education. The Swedish National Agency for Higher Education 

(Högskoleverket) supervises the quality of higher education in Sweden, e.g. by 

evaluating study programs, appraising the entitlement to award degrees, and 

auditing the quality assurance procedures at the higher education institutions.10

The program and degree evaluations consider individual programs, not the 

whole college. The evaluations are based on a number of criteria, e.g. teaching 

resources, educational setting, infrastructure, organization and quality 

assurance of the programs. Some of these criteria are also available in key 

statistics, while others are more qualitative. 

The National Agency for Higher Education adopts a broad perspective when 

measuring quality, relying on both qualitative and quantitative approaches. The 

economic literature on college quality has relied on aspects that are easy to 

quantify and that are likely to capture the latent college quality. Common 

measures are faculty salaries, net tuition, freshmen retention rate, average SAT 

scores, teacher/student ratio and rejection rate. Some papers combine 

information from several quality proxies by factor analysis to produce a quality 

index.11 Other studies treat quality as synonymous with selectivity/prestige and 

                                                
10 The Swedish National Agency for Higher Education (2008a).
11 See, e.g., Black et al. (2005), Black and Smith (2006) and Long (2008). 
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condition on category dummies (selective, less selective). This approach 

assumes that a more selective college has a higher quality than a less selective 

college.12  

According to the results from the National Agency’s audits, the quality of 

higher education in Sweden is largely satisfactory. However, there are large 

variations between colleges and between different fields of study. For 

example, in 1997 the proportion year-equivalents performed by teachers with a 

PhD (measured at college level) ranged from 16 percent to 84 percent. The 

number of teachers per student varied between 0.02 and 0.21. In addition, 

since students with higher ability, on average, sort into colleges with higher 

quality there are also large differences in average GPA.13   

3 Data and descriptives 

The study is based on a dataset of all college students who began studying in 

spring 1997 or autumn 1997. The dataset is derived from administrative 

records kept by Statistics Sweden and contains detailed individual data related 

to college education. The student is followed for up to 12 semesters and the 

data includes, among other things, registrations per semester, obtained credits 

per semester, where the student studied each semester, field and level of 

degree(s) and when the degree(s) are obtained.14 The dataset also includes 

information about background characteristics, parental characteristics and 

school grades.  

                                                
12 See e.g. Chevalier and Conlon (2003). 
13 The numbers are own calculations based on the Swedish National Agency for Higher Education 
(1998). See Table A1 in the Appendix for information about the distribution of quality-related 
variables over the colleges that are included in our study.
14 12 semesters correspond to the maximum number of semesters that a Swedish student can obtain 
a study allowance. 
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To control for college quality we include variables that relate to input 

(proportion of teachers with a PhD, teacher/student ratio) as well as a variable 

that relates to peer group or selectivity (grade point average from upper 

secondary school of contemporary college beginners).15 All measures refer to 

1997, i.e. the year that the students began their studies. In accordance with 

previous studies on college quality, the quality variables are measured on the 

college level.16 Using measures on the college level also enables us to compare 

the results to previous Swedish studies on college choice. Proportion of 

teachers with a PhD is constructed by dividing number of year-equivalents 

performed by teachers with a PhD by the number of year-equivalents 

performed by all teachers. Teacher/student ratio refers to the number of year-

equivalents performed by teachers and the number of full time equivalent 

students.17  

A new criteria referenced grading system was implemented in compulsory 

school in 1995 and in upper secondary school in 1994. The criteria referenced 

grades are on a scale of pass, pass with distinction and pass with special 

distinction. The old grading system was a norm referenced grading system, 

with grades between one and five, where five was the highest grade. All 

students in the dataset have norm referenced grades from compulsory school, 

while there are some students that have criteria referenced grades from upper 

secondary school. To make the different grading systems more comparable we 

use a percentile-rank approach for upper secondary school grades, i.e., we rank 

the individuals separately in each grading system. This implies that each 

                                                
15 The choice of quality variables is guided by previous studies by e.g. Black and Smith (2005) and 
documents from the Swedish National Agency for Higher Education. A further motivation for the 
choice of quality variables and a description of how the quality variables enter the equations are 
found in Section 4.  
16 Table A1 in the Appendix summarizes the colleges included and their respective values for the 
quality variables.  
17 Proportion of teachers with a PhD and teacher/student ratio are obtained from the Swedish 
National Agency for Higher Education, see the Swedish National Agency for Higher Education 
(1998).
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student receives a rank between 0 and 100, depending on their ranking relative 

to the other students. The quality variable GPA of contemporary college 

beginners refers to the 50th percentile of percentile-ranked grades among 

college beginners at each college.18

The outcome variable, earnings, is measured in 2005 and corresponds to 

annual earnings from labor (log).19 We will follow a selection on observables 

strategy for identification and the empirical strategy will be further explained 

in Section 4. However, this strategy requires that we observe all variables 

affecting both the treatment (quality) and the outcome (log earnings). The 

choice of control variables are based on economic theory and previous 

research and include basic information about the student (age, sex and 

children), parental background (age, level of education and origin), college 

education (field, number of credits and degree) and GPA in upper secondary 

school.  

Earlier studies of the effect of college quality have based the college 

classification on the first or the last college that the student attended.20 This 

necessarily implies a measurement error for all students that switch colleges 

during their study period (a fairly large group21). To eliminate this source of 

measurement error in college quality, we exclude students who have switched 

colleges. This means that we can be certain that all students in the sample are 

matched to the correct quality measure, i.e., we do not introduce measurement 

error due to incorrect matching of students and college quality. The dataset 

                                                
18 Grade point average of contemporary students is derived from the dataset from Statistics 
Sweden.  
19 The use of a cross-section approach instead of a panel approach is determined by the data at 
hand. However, Black and Smith (2005) show that their cross estimates of the effect of college 
quality on log wages are stable over time and that the advantage of using panel data is negligible. 
20 Long (2008) uses the first college that the student attended, Black and Smith (2005) use the last 
college.  
21 Holmlund and Regnér (2009) find that about one-third of Swedish college entrants study at more 
than one college. 
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includes 30,281 students who began studying in 1997 and who only studied at 

one college. Previous studies on higher education have focused on students 

who have obtained a degree. However, a large fraction of Swedish students 

leave college without a degree. In our data, as much as 36 percent did not 

obtain a degree before 2005. These students do not necessarily drop out, some 

fulfill the requirements for a degree but have not formally applied for the 

degree certificate. Therefore, we include both students who have a degree as 

well as students who have no degree, and include controls for degree 

attainment and number of credit points. 

We assign to each student a college classification based on the college that he 

or she attended. Students from 26 different colleges are included and the 

inclusion of colleges is based on college size and earlier Swedish studies on 

college choice.22 Some students are excluded due to missing values, 

predominantly in the variables referring to grades.23 In addition, some are 

excluded due to missing variables in parental background. We only consider 

individuals with positive earnings in 2005, i.e., individuals with zero earnings 

are excluded.24 The remaining sample consists of 17,554 individuals. 

To be able to estimate the effect of college quality on productivity, a measure 

of hourly wages is preferred. Unfortunately, since our information about 

earnings is based on tax records, we only have information about annual 

earnings. Annual earnings consist of both hourly wages and working hours, 

implying that the outcome is a combination of both productivity and labor 

supply choices. One way to reduce the effect of unemployment and labor 

supply choices is to impose an earnings restriction. Previous Swedish studies 

                                                
22 See Table A1 in the Appendix for a list of included colleges. 706 observations are deleted due to 
their college classification. Students from Stockholm School of Economics are not part of the 
initial data set due to their use of a different reporting system than the other major colleges.  
23 Grades from upper secondary school are only available for students who left upper secondary 
school in 1990 or later. This reduces the sample by 10,048 observations.  
24 Requiring positive earnings reduces the sample by 1,319 observations. 
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on the effect of college choice apply an earnings restriction corresponding to 

SEK 100,000 per year (see e.g. Eliasson, 2006a, 2006b; Gartell and Regnér, 

2005; Lindahl and Regnér, 2005). They rely on Antelius and Björklund (2000) 

who argue that this level of restriction produces estimates similar to those 

obtained when using hourly wages. However, Antelius and Björklund 

estimated the effect of education on earnings for the outcome year 1990. A 

simple adjustment to 2005 prices and wage level would require an increase in 

the earnings restriction by around 40 percent. In addition, other aspects from 

this earlier study are likely to differ from this study (e.g. the income 

distribution or the composition of the sample). 

In order to estimate the effect of college quality for those who have a full time 

job we choose a higher earnings restriction of SEK 200,000. This restriction 

corresponds to a monthly salary of SEK 16,666 which is a relatively low salary 

in a Swedish perspective. By imposing a higher earnings restriction the sample 

will consist primarily of individuals who actually have a job and who are 

working full time. Thus, the estimates are more likely to capture the effects on 

hourly wages, i.e., they will reflect productivity rather than labor supplies. This 

earnings restricted sample consists of 11,344 individuals.  

The choice of earnings restriction is not trivial and it may affect the result. To 

assess the importance of the chosen level, the models are also estimated with a 

lower earnings restriction of SEK 150,000. This restriction is closer to the 

Antelius and Björklund restriction, but adjusted to 2005 years wage level. The 

results from this sample are only briefly discussed. However, the implications 

of the earnings restriction will also be further investigated in the quantile 

regressions in Section 5.3. 

Table 1 reports descriptive statistics for the earnings restricted sample. Mean 

annual earnings from labor are approximately SEK 302,000. About 43 per cent 
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Table 1: Descriptives 

Sample: Earnings restriction >200,000 

Mean Std Min Max 

    
Annual earnings in 2005 (100 SEK) 3,016 794 2,001 27,782 
Women, % 42.7    
Age in 2005 29.1 2.1 26 57 
Children, ages 0-3, 2005 0.20 0.47 0 3 
Children, ages 4-6, 2005 0.04 0.22 0 3 
Children, ages 7-10, 2005 0.02 0.15 0 3 
Children, ages 11-15, 2005 0.01 0.12 0 3 

    
GPA upper secondary, percentile rank 49.0 29.2 0.02 99.9 
No degree in 2005, % 36.2    
Number of credits 135 62.7 0.5 414 

    
Field of  study,  %     
Education 2.2    
Humanities 7.6    
Social science 24.5    
Natural science  17.6    
Technology  30.0    
Agriculture 0.38    
Health care 10.1    
Service and transports 3.9    
Unknown/other 3.8    

    
Parents’ characteristics     
Mother from Sweden, % 93.3    
Father from Sweden, % 93.1    
Mother’s age 2005 56.9    
Father’s age 2005 59.4    
Mother education, missing , % 3.0    
Mother compulsory, % 22.3    
Mother upper secondary, % 35.6    
Mother college education, % 38.8    
Mother graduate work, %  0.32    
Father education, missing, % 5.8    
Father compulsory school, % 26.0    
Father upper secondary school, % 32.8    
Father college education, % 33.6    
Father graduate work, % 1.8    

College characteristics     

Proportion of teachers with a PhD 0.48 0.20 0.16 0.84 
Teacher/student ratio 0.06 0.02 0.02 0.21 
Percentile ranked GPA among contemporary 
students at the same college (p50)   (/100) 0.49 0.12 0.31 0.72 

Quality index 2.18 1.50 0 7.78 
    

Number of observations 11,344  



The Effect of College Quality on Earnings… 14 

are women and 36 percent have not obtained a college degree. Technology, 

social sciences and natural sciences are the most popular fields of study. 

Information about parental background shows that approximately 7 percent 

have a mother or a father that were not born in Sweden. The descriptives also 

show that 39 percent have a mother with college education or higher and 35 

percent have a father with college education or higher.  

The descriptives for the non restricted sample (where positive earnings are 

required for inclusion) are found in Table A2 in the Appendix. The mean 

values are similar with some exceptions. Since no earnings restriction is 

imposed, this sample has lower mean annual earnings and a larger proportion 

of women. A substantially smaller proportion is studying technology, while a 

slightly larger proportion studies humanities and health care. Finally, the 

distribution of the quality variables is similar in the two samples.

4 Empirical strategy 

We assume that students choose colleges of different qualities based on a 

belief that the chosen college will raise their discounted lifetime utility more 

than any other college. The individual’s college choice is restricted by the 

college’s available slots, i.e. the individual is also selected by the college. This 

implies that students are not randomly sorted into colleges of different qualities 

and that estimating the effect of college quality must deal with selection bias. 

Non-random selection bias will arise if students choose the quality of a college 

(or if “quality chooses them”) based on the characteristics that also determine 

expected outcomes. Positive selection is expected where better students sort 

into colleges of higher quality.  



The Effect of College Quality on Earnings… 15

If students sort into colleges non-randomly, selection bias may arise because of 

the dependence between Qi and �i so that E(�i| Qi,Xi)�0. The selection on 

observables strategy deals with this problem by assuming that the dependence 

between Qi and �i is due to observed variables, Zi. The observable selection 

variables influence what college quality that the student select and by 

controlling for them, the selection bias is removed. An earnings equation based 

on this approach can thus be written 

ln Yi = �+ Xi � + Qi � + Zi� + �i

This approach relies on the rather strict assumption that everything that affects 

both the choice of college quality and the outcome is included in Xi and Zi. 

However, when a rich dataset is available, the assumption is less problematic. 

In our case, the dataset includes a large number of variables that are likely to 

affect both choice of college quality and earnings, e.g. parental characteristics 

and grades. In addition, the Swedish college admission procedure is mainly 

based on observable characteristics of the students. The institutional setting 

and the rich data set at hand make it plausible to adopt the selection on 

observables approach. However, when interpreting the results one must always 

have in mind the possibility that not all bias has been removed. We would 

expect the college quality effect to be biased upwards by omitted variables, 

while measurement errors in college quality are expected to bias the effect 

towards zero. 

When implementing the selection on observables assumption in practice, the 

literature proposes two main methods: regression and matching. One 

advantage of matching is that it does not impose the linear function form like 

the regression model does. In addition, matching makes it possible to examine 

the support condition. However, matching requires discrete groups for 

comparison, which demands a transformation of the continuous quality 
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variables into binary or multinomial measures. This transformation results in a 

loss of information. In addition, regression is more efficient and less 

complicated to apply.25 Previous studies also show that the choice of method 

does not affect the results that much.26 To avoid losing information, and 

because of the simplicity of the method, the regression technique is preferred 

in the present study.27  

According to Black and Smith (2006), it is not enough to rely on one proxy for 

quality. College quality is multi dimensional and one single proxy of quality 

may measure quality with error and introduce bias. Therefore, to capture the 

effect of quality, three different college characteristics are considered: 

proportion of teachers with a PhD, teacher per student ratio and grade point 

average from upper secondary school among contemporary students. These 

characteristics include both variables that relate to input (proportion of 

teachers with a PhD, teacher/student ratio) and a variable that relate to peer 

group or selectivity (grade point average of contemporary students). We 

recognize that it is difficult to find correct and exact measures of college 

quality, but argue that these measures are likely to be highly correlated with 

college quality. In addition, the measures included in the present study are also 

used in previous studies on the effect of quality on earnings in the US and are 

further motivated by the fact that they are used in the Swedish National 

Agency of Higher Education’s evaluations of college quality.28   

                                                
25 For a more detailed description of matching methods; see, e.g. Heckman et al. (1998) and 
Imbens (2004). 
26 See e.g. Black and Smith (2004) and Black et al. (2005). Long (2008) finds some evidence of 
positive selection bias in the OLS results, but that the three alternative methods (the approach 
proposed by Dale and Krueger (2002), instrumental variables and matching) rarely produce 
findings that are significantly different from the OLS results. 
27 An alternative to the selection on observables approach is to employ the traditional instrumental 
variable method. However, it is well known that it is difficult to find valid instruments for 
education variables. In our case, we have not found any variable that has a significant direct effect 
on college quality in combination with no effect on earnings. Thus, the instrumental variable 
technique is not possible to use in the present study. 
28 See, e.g., Black et al. (2005), Black and Smith (2006), Long (2008), and the Swedish National 
Agency for Higher Education (2008a). 
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Quality enters the model both as separate variables and as an index. First, we 

utilize separate college characteristics and estimate the effect of those quality 

variables using OLS. Since some of the quality variables are highly correlated 

(see Table A3 in the Appendix), the models are estimated with one quality 

variable at a time.29 Control variables are added in different steps, and separate 

analyses are performed for men and women. Second, a quality index is 

constructed using the first principal component from a principal component 

analysis.30 This index combines the information in the three quality variables 

into one single measure. The index is included in the equations which are then 

estimated by OLS.  

When using OLS, we model the relationship between our covariates, X, and 

the conditional mean of our response variable Y (earnings) for a given value of 

the explanatory variable x. To consider if the effect of college quality varies 

over the income distribution, we also employ quantile regressions. Originally, 

Koencker and Basset (1978) suggested quantile regressions as a more robust 

alternative to OLS.31 Quantile regression models the relationship between X

and the conditional quantiles of Y (for a given x), instead of the conditional 

mean of Y. Any quantile can be chosen (in our case we use deciles). Quantile 

regressions have several advantages over OLS. For example, the quantile 

regression estimator gives less weight to outlier data points of the outcome 

variable, decreasing the impact such observations may have on the result. In 

addition, it relaxes the restrictions on the parameters to be constant across the 
                                                
29 Table A4 in the Appendix presents the results from OLS regressions when adding all three 
quality variables at the same time and as a comparison, also the results when introducing them 
separately into the estimations. The results show that when including them separately (without 
other covariates), all three have a positive and significant effect on earnings, while when jointly 
including them only one of them has a positive and significant estimate, the other two are negative 
and insignificant.  
30 The index is constructed in a similar way as in Black and Smith (2004). The constructed index 
results in a ranking of colleges that corresponds to our a priori expectations of college quality. For 
example, the old colleges receive a higher ranking than the more recently established colleges.  
31 The idea behind quantile regression is formally described in Koenker and Basset (1978) and 
Koenker and Hallock (2001). An application to returns to schooling is provided by Buchinsky 
(1994).
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entire distribution of the dependent variable. In our setting, this is a main 

advantage since we are interested in whether the earnings restriction affects the 

result, i.e., if the parameters differ over the distribution.  

5 Results 

Tables 2-4 present the results for the individual quality variables while Table 5 

presents the results for the quality index. To be able to interpret the estimated 

effect as an effect of college quality on productivity/wages, the analysis will 

only consider individuals who reported annual earnings above 200,000 SEK in 

2005 (corresponding to a monthly salary of about 16,666 SEK). The three 

quality variables and the index have been introduced separately in the models, 

i.e., every model has been estimated four times. There are six different 

specifications. The first specification includes the quality variable and a 

constant, while specification two adds basic characteristics (sex, age, age 

squared and children). Specification three also includes parental characteristics 

(parents level of education, their ages and if they are born in Sweden) and the 

forth specification adds college education information (field of study, obtained 

credits and if the student has obtained a degree). The fifth specification adds 

the student’s GPA from upper secondary school to the previous information 

and this specification is our baseline specification which is used in the quantile 

regressions and in the sensitivity analysis.  

Region of work could be an important determinant of earnings due to, e.g., 

regional differences in wage levels. The effect of college quality could be 

biased if students end up at labor markets with different income levels based 

on which college quality they received. To consider this, we also estimate a 

sixth model which adds controls for region of work to specification 5. 

However, since it is questionable to condition on covariates that may be 
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determined by college quality, it is not obvious to include region of work and 

specification 5 is still our preferred model. 

5.1  OLS estimates  

Let us start by considering specification 1-5, i.e. the specifications that do not 

include region of work. The results for the quality variable Proportion of 

teachers with a PhD are presented in Table 2. The effect of Proportion of 

teachers with a PhD is positive and significant for specification 1-5. The effect 

decreases as more controls are added and for the baseline specification 5 the 

estimate is relatively small. Comparable results are found for GPA of 

contemporary college beginners in Table 3. The effect of GPA of 

contemporary college beginners is positive and significant but small. The 

results for Teacher/student ratio is presented in Table 4. The effect of 

Teacher/student ratio is weaker than the effect of the other two quality 

measures. When only including Teacher/student ratio, and when adding basic 

controls, the effect is positive and significant but if we add college education 

controls, the positive effect disappears. However, the less significant results for 

Teacher/student ratio are not surprising, since the variation is much smaller in 

that quality indicator. 

The Quality index combines the information in the three separate college 

characteristics into one single variable. Table 5 shows the results for the 

Quality index. The result of the Quality index is similar to Proportion of 

teachers with a PhD and GPA of contemporary college beginners, i.e., there is 

a small positive and significant effect on annual earnings for all specifications. 

The size of the estimated effect decreases as more controls are added. To 

consider if the results for the Quality index are driven by one of the quality 

variables, we have also constructed indexes that combine only two college
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Table 2: The effect of Proportion of teachers with a PhD on annual earnings 

(1) (2) (3) (4) (5) (6) 
Earnings restriction 
(1000 SEK) >200 >200 >200 >200 >200 >200 

Basic controls no yes yes yes yes yes 
Parental controls no no yes yes yes yes 
College education 
controls 

no no no yes yes yes 

GPA no no no no yes yes 
Region of work no no no no no yes 

      
Prop of teachers 
with a PhD 

0.100*** 
(0.011) 

0.100*** 
(0.010) 

0.081*** 
(0.011) 

0.086*** 
(0.011) 

0.062*** 
(0.011) 

0.018 
(0.011) 

Adj. R2 0.008 0.083 0.089 0.121 0.130 0.178 

Note: The number of observations is 11,344. The dependent variable is log earnings in 2005. All 
regressions include a constant term. Basic controls include controls for sex, age, age squared and 
number of children in four different age categories. Parental controls include dummy variables 
indicating whether the parent is born in Sweden, parents’ level of education and parents’ ages. College 
education controls include credits, dummy variables for field of study and a dummy variable 
indicating no college degree. GPA is percentile ranked grade point average from upper secondary 
school. Region of work includes dummy variables for region of work. Standard errors are reported in 
parentheses. ***, ** and * indicate significance on the one, five and ten percent level respectively. 
Complete results from the regressions are available from the author by request.

Table 3: The effect of GPA of contemporary college beginners on annual 
earnings 

(1) (2) (3) (4) (5) (6) 
Earnings restriction 
(1000 SEK) >200  >200  >200  >200  >200  >200  

Basic controls no yes yes yes yes yes 
Parental controls no no yes yes yes yes 
College education 
controls 

no no no yes yes yes 

GPA no no no no yes yes 
Region of work no no no no no yes 

      
GPA of 
contemporary 
college beginners  

0.002*** 
(0.000) 

0.002*** 
(0.000) 

0.002*** 
(0.000) 

0.002*** 
(0.000) 

0.001*** 
(0.000) 

0.000 
(0.000) 

Adj. R2 0.010 0.085 0.091 0.122 0.130 0.175 

Note: The number of observations is 11,344. The dependent variable is log earnings in 2005. The 
models are explained in Table 2. Standard errors are reported in parentheses. ***, ** and * indicate 
significance on the one, five and ten percent level respectively. Complete results from the regressions 
are available from the author by request.
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Table 4: The effect of Teacher/student ratio on annual earnings 
(1) (2) (3) (4) (5) (6) 

Earnings restriction 
(1000 SEK) >200 >200 >200 >200 >200 >200 

Basic controls no yes yes yes yes yes 
Parental controls no no yes yes yes yes 
College education 
controls 

no no no yes yes yes 

GPA no no no no yes yes 
Region of work no no no no no yes 

      
Teacher/student 
ratio  

0.401*** 
(0.095) 

0.388*** 
(0.092) 

0.291*** 
(0.092) 

0.155 
(0.095) 

0.027 
(0.095) 

-0.033 
(0.093) 

Adj. R2 0.002 0.077 0.085 0.116 0.127 0.175 

Note: The number of observations is 11,344. The dependent variable is log earnings in 2005. The 
models are explained in Table 2. Standard errors are reported in parentheses. ***, ** and * indicate 
significance on the one, five and ten percent level respectively. Complete results from the regressions 
are available from the author by request.

Table 5: The effect of the Quality index on annual earnings
(1) (2) (3) (4) (5) (6) 

Earnings restriction 
(1000 SEK) >200  >200  >200  >200  >200  >200  

Basic controls no yes yes yes yes yes 
Parental controls no no yes yes yes yes 
College education 
controls 

no no no yes yes yes 

GPA no no no no yes yes 
Region of work no no no no no yes 

      
Quality index 0.014*** 

(0.001) 
0.013*** 
(0.001) 

0.011*** 
(0.001) 

0.011*** 
(0.001) 

0.007*** 
(0.001) 

0.001 
(0.001) 

Adj. R2 0.008 0.083 0.090 0.121 0.129 0.175 

Note: The number of observations is 11,344. The dependent variable is log earnings in 2005. The models 
are explained in Table 2. Standard errors are reported in parentheses. ***, ** and * indicate significance 
on the one, five and ten percent level respectively. Complete results from the regressions are available 
from the author by request.
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characteristics. Including these indexes in the models yield similar results as 

the three-variable index and does not add to the analysis.32  

To assess the importance of the income restriction, the models are also 

estimated with a lower earnings restriction corresponding to 150,000 SEK.33

The results are in the same direction, positive and significant for specification 

1-5, but the estimates are somewhat smaller than for the higher earnings 

restriction. This indicates that college quality has a more positive effect for 

individuals in the higher income groups than for individuals with lower 

earnings. The impact of the earnings restriction will be further investigated in 

the quantile regressions in Section 5.3.34

The overall pattern from Table 2-5 shows that college quality has a positive 

effect on subsequent earnings for individuals who are established on the labor 

market eight years after they began their college studies. However, the 

estimated effects are small. If we consider the estimates of specification 5 in 

Table 5, increasing the quality index by one standard deviation, results in a 1 

per cent increase in annual earnings from labor. At mean value of the outcome 

variable, this corresponds to 251 SEK per month, which is a small reward for a 

rather large increase in quality.35 The significance tests of the estimates show 

that the effect is larger than zero, but the economic value is negligible.  

If students who attend colleges of different qualities also sort into different 

labor markets, and we fail to control for region of work, the effect of college 
                                                
32 The results from this sensitivity analysis are found in Table A5 in the Appendix. 
33 The results are not reported here, but could be obtained from the author on request. 
34 We have also estimated specification 5 for a sample with no earnings restriction where only 
positive earnings are required. When including all individuals with positive earnings, all four 
quality variables have a negative effect on annual earnings. However, since analyzing the impact 
of college quality on labor supply lies beyond the aim of this paper this result will not be explored 
further.
35 For readers familiar with Swedish colleges, the magnitude of a standard deviation increase in the 
quality index corresponds to moving from Mälardalen College to Luleå University or from Luleå 
University to Lund University. 
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quality could be biased. Therefore, a model which includes region of work has 

also been estimated. The results are presented in Table 2-5, and correspond to 

the sixth specification. When including region of work, the positive effect of 

college quality disappears. The estimate is insignificant for all quality 

variables, and for Teacher/student ratio it even changes signs. This result 

implies that the positive effect of college quality could be influenced by the 

individuals’ choice of region to work in. If students from colleges of high 

quality are more likely to be working in labor market regions with high wage 

levels, and we fail to include controls for region of work, we may overestimate 

the effect of college quality. However, since region of work may be 

endogenous in the earnings equation it is not obvious that it is correct to 

control for region of work and the results should be interpreted with caution. 

5.2  Separate estimates for men and women 

The large data set at hand enables us to consider the possible heterogeneity of 

the effect of college quality. The effect of college quality is not necessarily 

constant, i.e., the effect could be different for different groups of students. For 

example, studies based on US data have found that the effect of college quality 

is weaker for women than for men.36 Earlier Swedish studies reveal a similar 

pattern for the effect of college choice, i.e., the effect of college choice is 

stronger for men than for women.37 To see if the effect of quality differs by 

gender, we run separate regressions for women and men. Estimates for 

specification 5 and 6 are reported. The results are presented in Table 6-9. 

                                                
36 See e.g. Black et al. (2005).
37 See e.g. Gartell and Regnér (2005). 
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Table 6: The effect of Proportion of teachers with a PhD for women and men 

Table 7: The effect of GPA of contemporary college beginners for  
women and men 

Women  Men 
(5) (6) (5) (6) 

Earnings restriction  
1,000 SEK) >200 >200  >200 >200 

Basic controls yes yes  yes yes 
Parental controls yes yes  yes yes 
College education  yes yes  yes yes 
GPA yes yes  yes yes 
Region of work no yes  no yes 
      
Proportion  of teachers 
with a PhD 

0.054*** 
(0.014) 

0.026* 
(0.014) 

 0.061*** 
 (0.016) 

0.005 
(0.016) 

Adj. R2

Number of observations 
0.131 
4,842 

0.179 
4,842 

  
0.057 
6,502 

0.104 
6,502 

Note: The dependent variable is log earnings in 2005. All regressions include a constant 
term. Basic controls include controls for age, age squared and number of children in 
four different age categories. Parental controls include dummy variables indicating 
whether the parent is born in Sweden, parents’ level of education and parents’ ages. 
College education controls include credits, dummy variables for field of study and a 
dummy variable indicating no college degree. GPA is percentile ranked grade point 
average from upper secondary school. Region of work includes dummy variables for 
region of work. Standard errors are reported in parentheses. ***. ** and * indicate 
significance on the one, five and ten percent level respectively. Complete results from 
the regressions are available from the author by request. 

Women   Men 
(5) (6)  (5) (6) 

Earnings restriction 
(1,000 SEK)  >200 >200  >200 >200 

Basic controls yes yes  yes yes 
Parental controls yes yes  yes yes 

College education  yes yes  yes yes 
GPA yes yes  yes yes 
Region of work no yes  no yes 
      
GPA of contemporary 
college beginners 

0.001*** 
(0.000) 

0.000 
(0.000) 

 0.001*** 
(0.000) 

0.000 
(0.000) 

Adj. R2

Number of  observations 
0.131 
4,842 

0.176 
4,842 

  
0.058 
6,502 

0.104 
6,502 

Note: The dependent variable is log earnings in 2005. The models are explained in 
Table 6. Standard errors are reported in parentheses. ***, ** and * indicate significance 
on the one, five and ten per cent level respectively. Complete results from the 
regressions are available from the author by request. 
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Table 8: The effect of Teacher/student ratio for women and men 

Table 9: The effect of the Quality index for women and men

Women   Men  
(5) (6)  (5) (6) 

Earnings restriction  
(1,000 SEK) >200 >200  >200 >200 

Basic controls yes yes  yes yes 
Parental controls yes yes  yes yes 
College education  yes yes  yes yes 
GPA yes yes  yes yes 
Region of work no yes  no yes 
      
Teacher/student ratio -0.001 

(0.117) 
-0.030 
(0.114) 

 0.006 
(0.145) 

-0.084 
(0.142) 

Adj. R2

Number of  observations 
0.128 
4,842 

0.178 
4,842 

  
0.005 
6,502 

0.104 
6,502 

Note: The dependent variable is log earnings in 2005. The models are explained in Table 
6. Standard errors are reported in parentheses. ***, ** and * indicate significance on the 
one, five and ten percent level respectively. Complete results from the regressions are 
available from the author by request. 

Women   Men  
(5) (6)  (5) (6) 

Earnings restriction  
(1,000 SEK) >200 >200  >200 >200 

Basic controls yes yes  yes yes 
Parental controls yes yes  yes yes 

College education  yes yes  yes yes 
GPA yes yes  yes yes 
Region of work no yes  no yes 
      
Quality index 
  

0.006*** 
(0.002) 

0.002 
(0.002) 

 0.007*** 
(0.002) 

0.001 
(0.002) 

Adj. R2

Number of  observations 
0.130 
4,842 

0.179 
4,842 

 0.057 
6,502 

0.104 
6,502 

Note: The dependent variable is log earnings in 2005. The models are explained in 
Table 6. Standard errors are reported in parentheses. ***, ** and * indicate significance 
on the one, five and ten percent level respectively. Complete results from the 
regressions are available from the author by request. 
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In contrast to previous studies, the results do not support that men and women 

have different returns to college quality. For the preferred model, specification 

5, the estimates for women and men are similar with some exceptions. The 

estimates for Proportion of teachers with a PhD, GPA of contemporary college 

beginners and the Quality index are all positive and significant and of the same 

size. This indicates that both men and women have a positive effect of college 

quality, but the effect is very small. Teacher/student ratio differs, with a 

negative estimate for women while the estimate for men is positive, but none 

of these estimates are significantly determined. If we turn to specification 6 

where region of work is included in the model, all estimates become much 

smaller, some even turn negative, but besides Proportion of teachers with a 

PhD for women, all become insignificant. This suggests that both men and 

women sort into labor markets based on college quality.  

5.3  Quantile analysis 

The effect of college quality could also vary depending on the student’s 

position in the income distribution. For example, if labor supply decisions are 

affected by college quality, e.g. if students that have been exposed to a certain 

quality level are more likely to choose part time work, we would expect 

heterogeneous effects of college quality on earnings. In addition, if employers 

recruit students for top positions from top quality colleges, students in the 

highest part of the income distribution may have a stronger effect of college 

quality than students in the lower parts. To explore this heterogeneity, quantile 

regressions have been performed. Since the purpose of the quantile regressions 

is to explore whether there are differences in the effect of college quality over 

the income distribution, we include all individuals with positive earnings from 

labor in 2005, i.e., we use a larger sample than in the earlier estimations where 

an income restriction was applied. The estimated model corresponds to the 
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fifth specification, i.e., we control for GPA, but not for region of work. The 

results are presented in Table 10. 

The quantile regressions show that the effect of college quality differs 

substantially depending on what conditional quantile of the outcome variable 

that we choose to estimate. Up to the 60th percentile, there is a significant and 

negative effect of college quality. The effect becomes less negative over the 

distribution. For the 70th and 80th percentile, there is no effect of college 

quality, but at the 90th percentile, college quality has a positive and significant 

effect. When considering the sub samples of men and women, we find 

diverging results. In the first half of the distribution, the effect is similar, both 

in magnitude and significance. College quality has a negative and significant 

effect, both for men and women, with slightly larger negative estimates for 

men in the bottom percentile. However, if we consider the top percentiles, the 

results show that the positive effect found for the whole sample was driven by 

a positive effect of college quality for women. Women have a positive effect 

of college quality, both in the 80th and the 90 percentile. For men, the effect is 

negative for all percentiles, but it is not significant in the second half of the 

earnings distribution.  

The quantile regressions reveal that the effect of college quality differs over 

the earnings distribution, with negative effects in the first half of the 

distribution and small positive or no effects in the second half of the 

distribution. Since earnings are a combination of wage and labor supply, the 

negative estimates in the bottom percentiles are likely to be heavily influenced 

by differences in labor supplies. There are several reasons to why an individual 

have low earnings or a low labor supply. The individual could be unemployed 

or be working part time. Other possible explanations are periods of parental 

leave or sick leave. Some of these explanations may be correlated with college 

quality and bias the estimates. Since the effect of college quality on labor 
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Table 10: Quantile regression estimates of the effect of college quality on earnings  

All Women Men 

Income percentile Quality index estimate Quality index estimate Quality index estimate 

p10 -0.102*** 
(0.017) 

-0.102*** 
(0.020) 

-0.140*** 
(0.023) 

p20 -0.061*** 
(0.009) 

-0.068*** 
(0.014) 

-0.071*** 
(0.010) 

p30 -0.033*** 
(0.006) 

-0.031*** 
(0.007) 

-0.029*** 
(0.005) 

p40 -0.016*** 
(0.004) 

-0.014*** 
(0.004) 

-0.015*** 
(0.004) 

p50 -0.008*** 
(0.002) 

-0.008*** 
(0.003) 

-0.006** 
(0.003) 

p60 -0.004** 
(0.002) 

-0.002 
(0.003) 

-0.001 
(0.003) 

p70 -0.000 
(0.002) 

0.000 
(0.003) 

-0.003 
(0.002) 

p80 0.002 
(0.002) 

0.007** 
(0.003) 

-0.001 
(0.002) 

p90 0.005* 
(0.003) 

0.008** 
(0.003) 

-0.003 
(0.004) 

Number of 
observations 17,554 8,954 8,600 

Note: The dependent variable is log earnings in 2005. Only individuals with positive earnings are 
included.  All regressions include a constant term, basic, parental and college education controls and 
GPA. Basic controls include controls for sex (excluded for the sub samples of men and women), age, 
age squared and number of children in four different age categories. Parental controls include dummy 
variables indicating whether the parent is born in Sweden, parents’ level of education and parents’ ages. 
College education controls include credits, dummy variables for field of study and a dummy variable 
indicating no college degree. GPA is percentile ranked grade point average from upper secondary 
school. Bootstrap standard errors are reported in parentheses. ***, ** and *  indicate significance on 
one, five and ten percent level respectively 

supplies are beyond the scope of this paper, we will not explore this result 

further. In addition, to understand the impact of college quality on labor 

supply, a more in dept study that focus on employment and labor market 

attachment is required. 

The results also indicate that college quality is a more important factor for 

women who reach highly paid positions than for men in the same positions. 
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These results are conditioned on the individuals GPA, i.e., the positive effect 

of college quality for women are not likely to be driven by ability sorting. One 

bold explanation to the difference between men and women may be that 

women need a signal of competence and ability to be considered for highly 

paid positions by the employers while men could have a great career regardless 

of the quality of their education. This explanation is related to women’s, on 

average, weaker position on the labor market, with lower paid jobs and less 

career opportunities. Another explanation could be that career oriented women, 

to a larger extent than career oriented men, attend high quality colleges. This 

unobserved motivation and career focus are not necessarily captured by GPA 

and the estimates for the highest percentiles for female students could therefore 

be biased upwards. However, even though a statistically significant effect of 

college quality is found for women in the highest income percentiles, the 

economic significance is small and the results should be carefully interpreted. 

The results from the quantile regressions also illustrate the implications of the 

earnings restriction. Obviously, the level of the earnings restriction affects the 

results. Since the focus in this paper is to capture the effect of college quality 

on wages/productivity rather than on labor supply, a rather high earnings 

restriction was imposed. Choosing a lower earnings restriction may produce 

insignificant estimates while choosing no restriction may result in a negative 

effect. The quantile regressions also show that there are different effects in 

different parts of the income distribution, implying that the effect on 

wages/productivity may differ from the effect on earnings/labor supply.  

5.4  Sensitivity analysis 

As a sensitivity analysis we have divided the earnings restricted sample into 

several sub samples to see if there are some groups that are driving the results. 

The samples are based on parental background, position in the GPA 
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distribution and fields of degree. The results are found in Table A6-A8 in the 

Appendix.  

Let us start with the sub samples based on parental background. Two samples 

were formed, one with individuals who had no college educated parents, one 

with individuals with at least one college educated parent. The results for 

specification 5 are almost identical for the two groups, indicating that college 

quality has a similar effect for these two groups of individuals. In addition, the 

result implies that the unobserved preferences that are related to parental 

background are not influencing the results.  

The second sub samples were constructed based on the individual’s position in 

the GPA distribution and specification 4 is estimated, i.e. we do not control for 

the individuals GPA. Individuals with higher GPA appear to have a larger 

positive effect of college quality and for the individuals with the highest GPA, 

the effect remains even after controlling for region of work. However, students 

in the highest GPA group are to a large extent attending colleges of high 

quality and consequently, these estimates are difficult to interpret. In addition, 

the estimates are relatively small and the economic significance questionable.  

In the main samples, both students who obtain a degree and students who end 

their studies without a degree are included. The controls for field of studies are 

based on the last course that the student obtains credits for. This is, of course, 

not a perfect measure of an individual’s field of study.  However, we have 

perfect information about field of degree for students who obtain a degree. To 

see if the effect of college quality varies by field, we estimate specification 5 

(without the field controls) for seven sub samples, based on what field the 

individual has obtained the degree in. The results indicate that the effect of 

college quality differs by field of study. For individuals with a degree in 

technology or medicine/social work, college quality has a positive effect, while 
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it has a negative effect for individuals with a degree in teaching or science. All 

significant effects, except for science, disappear when adding controls for 

region of work.38 However, as for the other estimations, the effects are small. 

The diverging results for different fields also emphasize the need of field 

specific quality variables. If college quality varies within colleges, using 

average values per college introduces bias when students are matched to a 

quality level that most likely are measured with error. 

6  Concluding remarks 

The purpose of this paper was to estimate the effect of college quality on 

students’ subsequent earnings in Sweden. The analysis provides some 

interesting results. First, when only including students who have annual 

earnings above 200,000 SEK, i.e., individuals who are established at the labor 

market, college quality has a significantly positive effect. However, the 

estimates are relatively small, and the economic significance is questionable. 

When considering women and men separately, similar effects are found. But 

once again, the effects are very small. A quantile regression analysis was 

performed to consider if the effect of college quality differs over the income 

distribution. The analysis showed that college quality has a negative effect in 

the lower part of the income distribution, while it has a positive effect in the 

upper part. Separate quantile regressions for men and women showed that men 

have a negative effect of college quality over the whole distribution, even 

though the effect is not significant in the upper half. Women on the other hand 

have a small positive effect in the top percentiles. The quantile regressions 

provide weak evidence on that women and men gain differently from college 

quality. A sensitivity analysis also shows that the effect of quality differs by 

field of study, but not by parental background. The small positive effect of 

                                                
38 This result is not reported in Table A8 but is available from the author on request.
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college quality is, at least partly, explained by where the individual choose to 

work after leaving college. There appears to be a sorting of students from high 

quality colleges to labor market regions with higher income levels, or regions 

with better possibilities for full time work.   

Earlier Swedish studies have estimated the effect of attending different 

colleges. The results have been diverging, some find an effect of college 

choice (e.g. Gartell and Regnér, 2005; Lindahl and Regnér, 2005), others find 

no effect of college choice (Eliasson, 2006a, 2006b). This study confirms the 

conclusions in Eliasson’s studies. College quality and consequently, college 

choice are not major determinants for students’ subsequent earnings in 

Sweden. What appears to matter more is who you are (ability) and what you 

study (fields) while the link between college quality and earnings is weak. 

The results also indicate a less positive effect than comparable US studies. The 

US studies mainly find a positive effect of college quality while this analysis 

finds a positive, but economically insignificant effect on an outcome 

comparable to wages, and even a negative effect in the lower part of the 

income distribution. Why does not college quality matter for students’ future 

earnings/wages in Sweden? One explanation could be that the quality variables 

are measured with error or that they do not capture college quality. However, 

the US studies use similar quality variables, indicating that measurement error 

in quality could not be the main reason for the diverging results. A more likely 

explanation is related to the structure of the university systems and labor 

markets in the two countries. Higher education in Sweden is mainly publicly 

provided and the same amount of resources per student is allocated to a given 

course regardless of which college that provides the education. This implies 

that all courses in a given field may have similar quality. Even though 

descriptives show that the quality variables used in this study vary much 

between colleges, quality audits performed by the National Agency of Higher 
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Education also indicate that the overall quality is satisfactory. If employers 

believe that the college quality in Sweden does not differ much and in 

addition, are relatively high on average, they have less incentive to 

discriminate wages by college quality. Another possible explanation is that the 

relatively compressed Swedish wage structure does not give any room for 

employers to award college quality.  

Further research is necessary to explore the importance of college quality. 

More studies on the heterogeneity of the effect are needed, as well as more 

evidence from European countries. Exploring if other college characteristics, 

than the ones included in this study, work as quality indicators, as well as 

introducing a quality production function are important policy related topics 

for future research. In addition, including field specific quality variables, to 

decrease the measurement error in quality that is introduced by using average 

values per college, is another interesting exercise. It would also be interesting 

to further investigate the impact on labor supplies by considering other 

outcomes than earnings, e.g., unemployment and establishment on the labor 

market.  
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Appendix

Table A1: College characteristics  

College 

Percentage 
of total 

studentsa 

Proportion of 
teachers with 

a PhD 

Teacher/ 
student 

ratio 

Ranked GPA 
contemporary 
students (p50) 

Lund  8.8 0.69 0.07 57.53 

Göteborg 6.0 0.58 0.07 57.53 

Stockholm 5.2 0.64 0.05 64.73 

Uppsala 7.2 0.72 0.07 60.59 

Umeå 7.5 0.65 0.08 44.25 

Linköping 9.2 0.45 0.09 58.33 

Mid Sweden 5.9 0.24 0.05 31.31 

Royal Institute of Technology (KTH) 5.4 0.59 0.08 55.03 

Mälardalen 3.7 0.26 0.06 32.52 

Örebro 4.0 0.26 0.05 46.43 

Luleå 4.4 0.47 0.07 41.64 

Karlstad 3.6 0.30 0.05 39.64 

Chalmers University of Technology 4.1 0.75 0.08 72.39 

Växjö  3.4 0.30 0.04 39.64 

Kalmar 2.7 0.29 0.05 35.73 

Jönköping 3.1 0.35 0.04 43.69 

Gävle 2.4 0.29 0.05 35.41 

Stockholm Institute of  Education 1.6 0.16 0.06 39.64 

Kristianstad 1.9 0.19 0.05 34.75 

Dalarna 2.0 0.17 0.05 33.70 

Halmstad 1.7 0.29 0.06 36.31 

Södertörn 1.1 0.84 0.02 40.27 

Borås 1.8 0.21 0.05 34.21 

Skövde 1.3 0.30 0.05 38.16 

Swedish University of Agricultural 
Sciences (SLU) 

1.4 0.72 0.15 55.03 

Karolinska institutet 0.8 0.84 0.21 72.39 
     
aThe proportions refer to a sample of students who do not change colleges. An income restriction of 
200,000 SEK is applied. 
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Table A2: Descriptives for the non restricted sample 
Sample: Earnings restriction > 0 

Mean Std Min Max 
    

Annual earnings in 2005 (100 SEK) 2,304 1,209 2 27,782 
Women, % 51.0    
Age in 2005 29.1 2.0 26 57 
Children, ages 0-3 0.32 0.58 0 3 
Children, ages 4-6 0.06 0.26 0 3 
Children, ages 7-10 0.02 0.15 0 3 
Children, ages 11-15 0.01 0.13 0 3 
GPA upper secondary,  percentile rank 47.9 28.9 0 99.9 
No degree in 2005, % 40.6    
Number of credits 128 63.5 0.3 414 

    
Field of  study,  %     
Education 2.6    
Humanities 10.4    
Social science 25.5    
Natural science  16.9    
Technology  14.2    
Agriculture 0.35    
Health care 12.1    
Service and transports 4.0    
Unknown/other 3.9    

    
Parents’  characteristics     
Mother from Sweden, % 92.9    
Father from Sweden, % 92.5    
Mother’s age 2005 56.8    
Father’s age 2005 59.3    
Mother education, missing , % 3.2    
Mother compulsory, % 22.6    
Mother upper secondary, % 35.9    
Mother college education, % 37.9    
Mother PhD education, %  0.35    
Father education, missing, % 6.1    
Father compulsory school, % 26.3    
Father upper secondary school, % 32.9    
Father college education, % 32.7    
Father PhD education, % 1.9    

    
College characteristics     
Proportion of teachers with a PhD 0.48 0.20 0.16 0.84 
Teacher/student ratio 0.06 0.02 0.02 0.21 
Percentile ranked GPA among contemporary 
students at the same college (p50)   (/100) 0.49 0.12 0.31 0.72 
Quality index 2.18   1.48 0 7.78 

    
Number of observations 17,554   
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Table A3: Correlation quality variables  
Proportion of 
teachers with a 
PhD 

Teacher/student 
ratio 

GPA 
contemporary 
students 

Proportion of teachers with a PhD 1.00 
  

Teacher/student ratio 0.52 1.00  

GPA contemporary students 0.80 0.49 1.00 

Note: The number of observations is 11,344. An earnings restriction of 200,000 SEK is 
applied. 

Table A4: OLS estimates with all quality variables (column 1) and with  
each quality variable individually (column 2-4)  

 (1) (2) (3) (4) 

Proportion of teachers with a PhD -0.027 
(0.018) 

0.100*** 
(0.011)   

  

Teacher/student ratio -0.169 
(0.112) 

 0.040*** 
(0.095) 

GPA of contemporary students 0.002*** 
(0.000) 

  0.002*** 
(0.000)   

Adj R2 0.010 0.008 0.002 0.010 

Note: The number of observations is 11,344. The dependent variable is log earnings in 2005. 
An earnings restriction of 200,000 SEK is applied. A constant is included in the regressions. 
***, ** and *  indicate significance on the one, five and ten percent level respectively. 
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Table A5: Estimated effects of four different college quality index on annual 
earnings.
  (1) (2) (3) (4) (5) (6) 

Earnings restriction   
(1,000 SEK) >200 >200 >200 >200 >200 >200  

Basic controls  No yes yes yes yes yes 

Parental controls  No no yes yes yes yes 

College education controls No no no yes yes yes 

GPA  No no no no yes yes 

Region of work  No no no no no yes 
        

        
Quality index 1 
(Prop of teachers with a PhD, 
Teacher/student ratio, GPA)

0.014*** 
(0.001) 

0.013*** 
(0.001) 

0.011*** 
(0.001) 

0.011*** 
(0.001) 

0.007*** 
(0.001) 

0.001 
(0.001) 

      
Adj. R2  0.008 0.083 0.090 0.121 0.129 0.175 
        
        

       
Quality index 2  0.013*** 0.013*** 0.010*** 0.009*** 0.006*** 0.001
(Prop of teachers with a PhD,  
Teacher/student ratio) 

(0.002) (0.002) (0.002) (0.002) (0.002) (0.002) 

       
Adj. R2  0.005 0.080 0.087 0.119 0.128 0.175 
        
        

       
Quality index 3  
(Prop of teachers with a PhD,  
GPA) 

0.016*** 
(0.002) 

0.016*** 
(0.001) 

0.014*** 
(0.002) 

0.014*** 
(0.002) 

0.010*** 
(0.002) 

0.002 
(0.002) 

       
Adj. R2  0.001 0.085 0.091 0.123 0.130 0.175 
        

       
       

Quality index 4  0.015*** 0.015*** 0.012*** 0.011*** 0.006*** 0.001
(Teacher/student ratio,  GPA) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002) 
        
Adj. R2  0.007 0.082 0.089 0.119 0.128 0.175 
        
        
Note: The number of observations is 11,344. The dependent variable is log earnings in 2005. All regressions include a 
constant term and each model is estimated four times, one for each quality index. Basic controls include controls for 
sex, age, age squared and number of children in four different age categories. Parental controls include dummy 
variables indicating whether the parent is born in Sweden, parents’ level of education and parents’ ages. College 
education controls include credits, dummy variables for field of study and a dummy variable indicating no college 
degree. GPA is percentile ranked grade point average from upper secondary school.  Standard errors are reported in 
parentheses. ***, ** and *  indicate significance on one, five and ten percent level respectively 
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Table A6: The effect of the quality index for students with or without at least  
one college educated parent  

Table A7: The effect of the quality index for students in different parts of the 
ability distribution 

At least one college 
educated parent No college educated parent 

Earnings restriction  (1,000 SEK) >200 >200 
Basic controls yes yes 
Parental controls yes yes 
College education controls yes yes 
GPA yes yes 
Region of work no no 

  
Quality index 0.008***    

(0.002)
0.008***  
(0.002) 

Adj. R2

Number of observations 
0.104 
5,902 

0.142 
5,442 

Note: The dependent variable is log earnings in 2005. All regressions include a constant term. Basic controls
include controls for sex, age, age squared and number of children in four different age categories. Parental 
controls include dummy variables indicating whether the parent is born in Sweden and parents’ ages. College 
education controls include credits, dummy variables for field of study and a dummy variable indicating no 
college degree. GPA is percentile ranked grade point average from upper secondary school. Standard errors are 
reported in parentheses. ***, ** and * indicate significance on the one, five and ten percent level respectively. 
Complete results from the regressions are available from the author by request. 

GPA 0-25 GPA 26-50 GPA51-75 GPA76-100 

Earnings restriction  (1,000 SEK) >200 >200 >200 >200 
Basic controls yes yes yes yes 
Parental controls yes yes yes yes 
College education controls yes yes yes yes 
GPA no no no no 
Region of work no no no no 

    
Quality index 0.004    

(0.003) 
0.009***   
(0.003) 

0.005*   
(0.003) 

0.013***   
(0.003) 

Adj. R2

Number of observations 
0.118 
3,000 

0.179 
2,882 

0.134 
2,692 

0.097 
2,770 

Note: The dependent variable is log earnings in 2005. All regressions include a constant term. Basic controls
include controls for sex, age, age squared and number of children in four different age categories. Parental 
controls include dummy variables indicating whether the parent is born in Sweden, parents’ level of education 
and parents’ ages. College education controls include number of credits, dummy variables for field of study 
and a dummy variable indicating no college degree. Standard errors are reported in parentheses. ***, ** and * 
indicate significance on the one, five and ten percent level respectively. Complete results from the regressions 
are available from the author by request. 
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Abstract 

Using data on three cohorts of Swedish university entrants, this study 

examines whether earnings vary between students who change universities and 

students who do not change. The results show that earnings, during the first 

years after leaving the university, are significantly lower for students who 

change universities compared to students who do not change. Earnings 

differences decrease significantly over time and over the earnings distribution. 

The pattern in the estimates seems consistent with non-transfer students, who 

have higher earnings because of their relatively earlier labor market entry, and 

transfer students catching up because of their additional human-capital 

investments.  
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Earnings Differences Between Transfer and Non-transfer Students 

�

1

1 Introduction 

For the past 20 years, many OECD countries have experienced an increase in 

the earnings premium to college education (see, for example, Katz and Autor, 

1999). But there is large variation in earnings among college-educated 

individuals. For example, results for the US show that wages vary significantly 

across majors (Arcidiacono, 2004) and between students who attended 

different colleges (Black and Smith, 2004; Dale and Krueger, 2002; Monks, 

2000; Brewer, Eide and Ehrenberg, 1999; Behrman, Rosenzweig and 

Taubman, 1996; Loury and Garman, 1995). Wages of college-educated 

workers also depend on type of college degree and whether or not the student 

switched colleges (Light and Strayer, 2004). In comparison, there is little 

evidence on the impact of college choice or variation in earnings among the 

college-educated workforce in Europe.  

One issue that is high up on the European political agenda is the mobility of 

college students. For example, mobility of students is one of the key objectives 

of the Bologna process and there are special EU-programs that promote 

mobility in education. Even though students in Europe have become more 

mobile, little is known about the consequences (e.g. in terms of earnings) of 

combining courses from different colleges.  This paper fills a gap in the 

literature by examining earnings differences between students who switch 

colleges and students who do not. 

This study uses a large administrative dataset of all Swedish university entrants 

in 1995, 1996, and 1997 and focuses on students who switch between Swedish 

colleges. Data reveal that (i) more than 30% of the students changed 

universities at least once,1 (ii) students change to all types of universities, and 

�������������������������������������������������
1 Transfer students are students who obtained credits at more than one university.  
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(iii) students who change universities have higher educational attainments than 

students who do not change. This suggests that students might change 

universities to improve their human-capital. Transfer students’ additional 

human-capital investments may improve their careers and result in higher 

subsequent earnings, compared to students who do not change universities. 

Students might also change for reasons other than to improve their human-

capital. For example, they might change to a university that is closer to where 

they grew up (to be near family and friends) or to be in an area in which they 

can pursue their hobbies. If students change for one of those reasons, 

transferring might be uncorrelated with earnings, or even be negatively 

correlated. 

To our knowledge, there is only one previous study that examines earnings of 

students who switch universities.2 Using survey data on US college students, 

Light and Strayer (2004) analyze the impact of all types of college transfers. 

Based on their data, we calculate an average transfer rate of about 30% in the 

US (calculated as the average over transfer students with varying degrees), 

which is similar to the transfer rate in our data.3 Light and Strayer estimate a 

log-earnings equation with transfer patterns as right-hand side variables. They 

control for individual ability (AFQT scores), number of public colleges in 

state, and enrollment duration, assuming that ability adjusts for the non-

random selection of transfer students. They find that students who change 

universities receive about 6% higher wages than those who do not change. 

�������������������������������������������������
2 Kane and Rouse (1995) and Hilmer (2000) provide two related studies. Kane and Rouse consider 
only a particular type of transfer students (non-degree recipients who attended both two- and four-
year colleges). Hilmer considers various types of transfer students and estimates inter-group 
variation in terms of college quality rather than in terms of consequences of college transfer on 
wages. 
3 Data exist on percentages of college drop-outs in most European countries (see, for example, 
OECD, 2008). But we have not found a study that reports data on percentages of European 
students who switch colleges.  
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They also find that transfer students are at least as likely as non-transfer 

students to earn a degree.  

This study provides the first estimates of the earnings differences between 

transfer and non-transfer students for a non-US country. In addition, it includes 

quantile regression estimates of the earnings gap, which can tell us whether the 

average estimates are driven by students in specific parts of the earnings 

distribution. The large data set allows separate regressions for various sub-

samples, which facilitates further analyses of heterogeneity in the results. This 

study also investigates whether the results vary between students who switch 

to universities of varying observed quality. 

The results show that Swedish transfer students have significantly lower 

earnings than non-transfer students during the first years after leaving the 

university, but the earnings differences decrease over time. The earnings 

differences also decrease over the earnings distribution. One possible 

explanation to the results is that non-transfer students have higher earnings 

because of their relatively earlier labor market entry and transfer students catch 

up because of their additional human-capital investments. 

The rest of this paper is structured as follows. Section 2 contains representative 

facts about higher education in Sweden. Section 3 presents the theoretical 

framework and the empirical strategy, while Section 4 describes the data. 

Section 5 reports the estimated earnings differences between students who 

change universities and students who do not change and the results from the 

sensitivity analyses. Section 6 presents conclusions. 
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2 Higher education in Sweden  

In 2008, Sweden had 36 universities and university colleges, besides 

independent education agencies/organizations that were entitled to award 

higher education degrees or diplomas. In all, Sweden had 61 higher 

education organizations in 2008. In the 1980s, the number of registered 

students hovered around 190,000. During the early 1990s, this figure started to 

rise and grew at a steady pace until 2005. In 2006, about 390,000 students 

were enrolled in various higher education organizations.  

Universities have permanent public funds for research and postgraduate 

education and can award doctoral degrees. Generally, university colleges do 

not award doctoral degrees.4 In Sweden, colleges and universities provide the 

same type of undergraduate education (often identical courses) and award 

similar undergraduate degrees. Transfers among these colleges and universities 

are rather easy. Universities are mostly located in larger cities, while colleges 

are scattered throughout the country. For simplicity, the terms university and 

college are used interchangeably throughout this paper. During the 1977–1993 

period, Sweden’s parliament (and government) regulated the higher education 

system in detail. Since 1993, higher education institutions have gradually 

gained increased autonomy in organization of studies, use of resources, and 

general administration. But the government still decides which university is 

allowed to award a certain degree. A university can lose its rights to award a 

degree if the observed quality of education is considered too low.  

There is a supply constraint on higher education, so admission to some 

programs and courses is selective. Selection of students in Sweden is 

�������������������������������������������������
4 Four university colleges have the same rights as universities but these colleges are restricted to 
one research area only: Blekinge Institute of Technology (technology), Malmö University College 
(medical sciences), Kalmar University College (natural sciences), and Mälardalen University 
College (engineering). 
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transparent and almost exclusively based on GPA from upper secondary 

school or a university aptitude test (SweSAT). Studies are organized as 

programs or as single courses. Until 2006, Sweden had a credit-point system in 

which a normal 40-week academic year corresponded to 40 credit points.5

Degrees from all government-recognized higher education institutions have 

equal official value.  

Higher education is free of charge for all students, and the government 

provides financial support to Swedish students and immigrants who hold a 

permanent residence permit. This support is twofold: grants and loans, which 

combined, constitute student aid of about SEK 7,500 (� EUR 800) per month 

in 2008. Parents’ or spouse’s income or wealth do not affect the amounts that 

students receive, and universities do not provide financial support to students. 

3 Theoretical framework and empirical strategy  

A substantial proportion of university students switch universities during their 

studies. When they switch universities, they may also consider the benefits and 

costs of changing academic fields and whether to graduate. These types of 

students do not fit into Becker’s (1964) standard human-capital model, which 

assumes that there are no uncertainties about schooling decisions. In the 

traditional human-capital framework, utility maximizing students choose the 

college education that offers the highest discounted returns, and the decision is 

made before enrollment. In short, students simply choose a path and stay on it. 

Early on, Comay et al. (1973) introduced the idea that human-capital 

accumulation should instead be seen as a dynamic process. They develop a 

�������������������������������������������������
5 The Swedish credit point system was aligned to other European countries in 2007 which implies 
that a normal 40 week academic year now corresponds to 60 higher education credits. Credit 
points in our data correspond to the old system. 
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model that treats the educational decision as a sequential decision problem. 

Exogenously specified probabilities drive the college decision, and there are no 

uncertainties about earnings. Altonji (1993) also treats education as a 

sequential choice, but in contrast to Comay et al., Altonji assumes that the 

choice is made under uncertainty. Heckman et al. (2003, 2006) describe further 

extensions of these approaches. Although, no model explicitly discusses why 

students switch colleges; the models suggest that a human-capital decision is 

not a once-and-for-all decision and that a decision can be changed at each 

level. In addition, the aforementioned papers suggest that benefits and costs of 

the investments affect the education decision-making process.  

Based on this theoretical base, Light and Strayer (2004) discuss several 

reasons why students change colleges. They focus on the issue of match 

quality and argue that students may decide to change colleges after reassessing 

costs and benefits of their investment options. Students continuously learn 

about the institutions and their own capacities and might change because they 

believe that they will benefit more from being at a different institution. They 

might also change after receiving new information about the future payoffs of 

particular programs. Further, students can change to lower their living 

expenses or to improve their part-time employment prospects.  

Switching colleges might enable direct and indirect effects on earnings. A 

positive direct effect occurs if students (who switch) improve their 

opportunities for skill acquisitions beyond what is reflected in their formal 

college education (for example, degree, number of credits, and academic 

fields). Students, who initially enroll at a small university that focuses on 

undergraduate education, might change to one that focuses on research or to 

one with specialized programs. A positive indirect effect occurs from changing 

colleges if the change increases the probability of graduating. For example, 

students who start at a college with too much peer pressure or demanding 
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teachers might consider dropping out of college. If they instead change to one 

in which attitudes are different, then they might finish their studies or take 

courses required for certain jobs.  

Human-capital investments or optimal match quality do not necessarily drive a 

student’s transfer decision. Students may also change colleges to come closer 

to friends and family or to be in a different social environment (for example, 

fewer students, smaller campuses, and varying leisure activities). In addition, 

genuine movers could dominate the group of college transfer students, that is, 

individuals who are more mobile than other students. These students may be 

less likely to commit to a particular college or program. They may also be less 

stable on the labor market, which implies that they more often change jobs and 

are more willing to take on short-term employment. Employers might consider 

transfer students to come from a group of predominantly bad matches and to 

be less reliable individuals.6 A transfer then signals lower productivity and 

may be a criterion that employers use when screening� job applicants. 

Consequently, a positive relationship between changing colleges and earnings 

might not exist. 

The following equations for earnings and transfer decision describe the 

empirical problem of estimating earnings differences between transfer and 

non-transfer students:7

itititttit CXY εβββ +Δ++= 210)ln(                                                          (1)

otherwiseCCifCZC iiiiii 0,01, *
1

* =Δ>Δ=Δ+=Δ ηα               (2) 

�������������������������������������������������
6 This is related to literature on job mobility, match quality, and adverse selection. See, e.g., 
Jovanovic (1979), Greenwald (1986), Gibbons and Katz (1991), and Widerstedt (1998). 
7 This is a conventional setup in the non-experimental evaluations literature (see e.g. Heckman et 
al. 1999).  
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In Eq. (1), log yearly earnings of individual i  in period t , itY , is a function of 

a vector of individual characteristics, itX ; a dummy variable that indicates if 

the individual has switched universities iCΔ ; and a transitory disturbance, 

itε . The coefficient on iCΔ , denoted t2β , captures the earnings differences 

between transfer and non-transfer students. As previously discussed, we expect 

t2β >0 if students change to improve their human-capital. If factors unrelated 

to individuals’ marketable skills drive the decision to change universities, then 

t2β  is expected to be zero or even less than zero. It is also negative if 

employers believe that the productivity of transfer students is lower than that 

of non-transfer students.  

Eq. (2) specifies the underlying transfer decision, where individuals change 

universities if the latent variable *
iCΔ  exceeds zero. The latent variable is a 

function of the observed iZ  (which may include iX  variables), and 

unobserved iη  variables. In the present study, we do not use the estimates of 

the decision equation to adjust for selection of transfer students. Using Eq. (1), 

we focus instead on whether there are earnings differences between transfer 

and non-transfer students. But if the decision to change colleges is due to 

observed characteristics, the inclusion of iZ  variables adjusts for the potential 

non-random decision to change colleges.  

Note that the present study does not seek to identify the causal relationship 

between switching colleges and earnings. Instead, we want to investigate 

whether or not there is an earnings gap between the groups and suggest an 

empirical framework for future studies. The aforementioned empirical 

framework clearly shows underlying potential sources of selection, which 
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might be present in work done by Light and Strayer (2004) and in our study. In 

contrast to Light and Strayer, we have a rich dataset that allows us to examine 

how grades from upper secondary school, family background, and choices of 

university types affect the results.  

To obtain further insights into potential heterogeneity in the impact of 

changing colleges, we use quantile regression (see, for example, Buchinsky, 

1994; Koenker and Basett, 1978). We estimate the thθ percentile of iY

conditional on individual characteristics ( iX ), observed selection variables 

( iZ ) and the dummy variable that indicates if an individual has changed 

universities ( iCΔ ). θq , which is the value of iY  conditional on iX  and 

iCΔ  in percentile θ , is assumed to be linear in these variables. The following 

equation is estimated: 

iiiii ZCXYq θθθθθθ ελβββ ++Δ++= 210)(                   (3) 

The coefficients are interpreted as the earnings premium in percentile θ  of the 

conditional earnings distribution. The method uses all observations, which 

means that the sample size in each percentile is weighted by the total sample 

size. The method is also robust to outliers of the dependent variable. In 

addition, heteroscedastic-consistent standard errors (bootstrapped standard 

errors) are estimated.  

The quantile regression was developed to analyze potential heterogeneity in 

the effects of a particular variable, here, the iCΔ  variable. The estimates of 

the quantile regressions will tell us if students in a particular part of the income 

distribution drive the average estimates and provide information about the 
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mechanisms behind the results. For example, if the quantile regression 

estimates reveal that earnings of transfer students are significantly lower at the 

bottom of the distribution but are similar at the top, then students at the bottom 

of the earnings distribution drive the average OLS estimates.  

4 Data 

Data were obtained from Statistics Sweden (SCB) records and include all 

Swedish-born college entrants during the 1995-1997 period. SCB collects data 

about college education from universities’ records. In Sweden, schools and 

universities are required to report individuals’ educational attainment to SCB. 

Most universities use identical reporting systems.8 So data on education are of 

high quality at individual and university levels. Students were followed for 12 

semesters. For each semester, information is available regarding the college 

they attended, the courses they completed, and the number of credits they 

earned. If they achieved a degree, there is detailed information about the level 

and academic field. 

The dataset also includes individual register data from 1993, 1995, 1998, 2000, 

2002, 2003, 2004, and 2005. Analyses in this study focus on the 2002-2005 

period. Data include standard individual characteristics (age, marital status, 

and children), basic work-related data (sector, region of work, and 

unemployment) and parental characteristics (age, origin, and education level). 

Information is also available regarding compulsory school (years 1–9) grades 

and upper secondary school (years 10–12) grades for students who left 

�������������������������������������������������
8 Most universities report students’ educational attainments in LADOK, an IT system. Among the 
major colleges, only the Stockholm School of Economics uses a different system and is thus not 
included in the analyses. 
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compulsory school in 1988 or later and upper secondary school in 1990 or 

later. Gross yearly earnings (outcome variable) are based on tax records.9

Table 1 presents basic information about outcomes of higher education of all 

university entrants 1995-1997, which were measured six years after 

enrollment. Column 1 shows that 67.1% of those who entered college in 1995 

studied at one college only; as many as 25.4% studied at two universities, and 

7.5% studied at three or more universities. The percentages are similar for 

those who began studying in 1996 and 1997. This implies that about one-third 

of the students changed universities at least once.  

We imposed the following restrictions on the data. No missing data on 

educational attainment, college type, and grades from upper secondary school 

was permitted, and all students must have earned some credits�10�Independent 

program providers and colleges specialized in nursing, music, art, and dance 

were excluded because similar restrictions were invoked in previous Swedish 

studies; instead, we focused on universities and colleges with many students�11�

To ensure that individuals are attached to the labor market and to reduce the 

likelihood of being in college, all individuals must have some earnings in all 

outcome years, namely, 2002-2005.12 Self-employed individuals are not 

�������������������������������������������������
9 Earnings include all job-related income (formally, all income for which employers had to pay 
payroll tax). This is a standard outcome measure in Swedish educational studies (see e.g. Isacsson, 
2004).
10 In 1995, 1996, or 1997, 163,166 students were registered as college entrants; 11,356 of these 
entrants did not earn credits and are thus excluded. We only have GPA data on individuals who 
left upper secondary school in 1990 and onward. We ran regressions on individuals without GPAs, 
but the results lead to the same conclusions as those reached in this study. The GPA restriction 
reduces the sample by 45,645 individuals. 
11 This reduces the sample by 4,421 individuals. Table A1 in the Appendix shows the included 
universities, the distribution of students, and the percentages of transfer students. At four 
universities/colleges, the transfer rate exceeds 40%.  
12 This reduces the sample by 17,672 individuals.
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Table 1: The outcome of higher education, six years after enrollment 

University 
entrants 

1995 

University 
entrants 

1996 

University 
entrants 

1997 

Studied at    
One university, % 67.1 64.5 63.2 
Two universities, % 25.4 27.6 28.4 
Three or more universities, %  7.5 7.9 8.4 

   
Changed universities    
Once, % 14.9 15.5 15.6 
Twice, %   6.4 6.1 6.3 
At least three times, % 11.6 13.9 14.9 

   
Obtained at least    
One degree, % 57.3 56.2 55.2 
Two degrees, %  7.0 7.4 7.8 

   
Number of    
Credits earned 119.7    

(67.3)   
120.8 
(66.7) 

123.9 
  (66.2) 

Semesters in college 6.3 
(3.1) 

7.0 
(3.3) 

7.2 
(3.3) 

Credits earned for those without a degree 79.6 
(63.4) 

78.8 
(63.1) 

82.5 
(63.8) 

Credits earned for those with a degree 149.6 
  (53.0) 

153.5 
(48.7) 

157.6 
  (46.0) 

Semesters in college for those without a degree 4.8
(3.3) 

5.4 
(3.5) 

5.6 
(3.5) 

Semesters in college for those with a degree 7.3 
(2.6) 

8.3 
(2.5) 

8.5 
(2.4) 

Number of observations 51,145 51,477 49,188 

Note: The samples include all college entrants who obtained at least 0.1 credits during a 
six-year period after enrollment. Standard deviations are within parentheses. 

included. We excluded transfer students who have changed universities more 

than once.13 The final sample consists of 61,410 individuals. 

Table 2 reports mean sample characteristics of university entrants used in this 

study and odds ratios from a logistic regression of individual characteristics on 

�������������������������������������������������
13 Exclusion of students, who changed more than once, reduces the sample by 19,025 individuals. 
A few individuals are also excluded because of missing values on some of the variables used in the 
analyses. 
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the likelihood of changing colleges. Because no major differences exist in 

individual characteristics among the three cohorts and because we ran 

regressions for all university entrants together, the mean values are based on 

the complete sample. But there are separate means for students who changed 

colleges (transfer students) and those who did not change (non-transfer 

students).  

Earnings of transfer students are lower than earnings of non-transfer students, 

but the earning spread is wider for transfer students. Earnings of transfer 

students grow faster than earnings of non-transfer students. There are more 

women and fewer married individuals among transfer students than among 

non-transfer students. Transfer students have much stronger family 

backgrounds (much higher percentage of mothers and fathers with college 

educations) and slightly higher grades from upper secondary school. Table 2 

also shows that transfer students earned about 15 credits more than non-

transfer students, which corresponds to 15 weeks of full-time studies. This 

suggests that transfer students took more courses and probably stayed longer in 

college than non-transfer students.14  

Column 4 (calculated odds ratios) in Table 2 indicates that age decreases the 

likelihood of changing universities and that the odds of changing are higher for 

women. Students who were married in 1995 were less likely to change 

universities than those who were not married. The probability of changing is 

also lower for students in most academic fields compared to students in 

humanities. Moreover, students with parents who are not college educated 

have a lower probability of changing, while students with fathers who have a 

doctoral degree have higher probability of changing, compared with students 

who have college-educated parents. In addition, university entrants in 1996 

�������������������������������������������������
14 Transfer students in the US also stay longer in college (Light and Strayer, 2004). 



Earnings Differences Between Transfer and Non-transfer Students 14 

Table 2: Mean sample characteristics and odds ratios 

Non-transfer 
students 

Transfer 
students Odds ratio 

Annual earnings    
2005 (SEK 1,000) 252.3 

(128.4) 
233.0 

(142.1) 
2004 (SEK 1,000) 237.1 

(118.0) 
212.9 

(130.4) 
2003 (SEK 1,000) 221.6 

(112.0) 
188.6 

(120.9) 
2002 (SEK 1,000) 199.8 

(108.4) 
158.6 

(111.3) 
Age, 1995 19.9 

(2.0) 
19.6 
(1.8) 

0.93*** 

Women, % 51.3 58.9 1.32*** 
Married (men and women), 2005, % 25.4 21.4  
Married (men and women), 1995, % 0.68 0.40 0.72*   
Children, ages 0–6, 2005, % 34.0 26.6  
Children, ages 7–15, 2005, %  3.1 2.0  
Upper secondary GPA 49.1 

(28.9) 
50.3 

(28.2) 
1.00*** 

% with a degree, 2005 60.0 59.2  
Number of credits  127.1 

(62.3) 
141.9 
(57.5) 

Area of first course 
Teacher education, % 5.7 4.1 0.52*** 
Humanities, % 23.8 33.7 Ref 
Social science, % 28.6 30.7 0.79*** 
Natural science, % 28.5 21.7 0.58*** 
Technology, % 4.7 3.4 0.59*** 
Agriculture, % 0.18 0.05 0.19*** 
Medicine, % 7.4 4.9 0.47*** 
Personal services and logistics, % 0.78 0.11 1.04      
Mother’s education    
Compulsory, % 23.4 19.5 0.80*** 
Upper secondary, % 35.6 33.3 0.88*** 
College education, % 37.6 43.4 Ref 
Graduate work, %  0.36 0.56 1.18     
Father’s education 
Compulsory, % 27.1 22.8 0.81*** 
Upper secondary, % 33.0 31.2 0.89*** 
College education, % 32.0 36.7 Ref 
Graduate work, % 2.0 2.9 1.19**  
University entrants 
1995, % 34.0 35.4 Ref 
1996, % 34.3 33.1 0.91*** 
1997, % 31.7 31.5 0.89*** 
Number of observations 50,782 10,628 61,410 
Note: Standard deviations are in parentheses. GPAs are percentile ranked. Parental education does not add to 100%, 
because of missing data. ***, **, and * denote significance at 1%, 5%, and 10% levels, respectively. 
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and 1997 have lower probability of changing universities than students who 

began studying in 1995.

5 Empirical findings 

The dependent variable is the logarithm of gross yearly earnings. Three 

different models are considered. Model 1 controls for basic individual 

characteristics (women, age, and age squared), parental background 

characteristics (age, origin, and level of education), GPA (percentile-ranked 

GPA from upper secondary school), and cohort dummies (dummies for year of 

university entry). This model controls mainly for factors that tend to have a 

large effect on individuals’ education decisions.  

Models 2 and 3 add a number of explanatory variables to model 1. Model 2 

also includes number of children in various age categories, marital status, a 

dummy variable which is 1 if the student has a degree, number of credits, 

number of credits squared, and eight subject areas (based on first course). That 

is, here we added family factors and outcomes of individual college decisions. 

Model 3 adds to model 2 ten sectors of employment, county of work,15 a 

dummy variable that indicates unemployment experience during the outcome 

year and potential work experience.16 This model adjusts for differences in 

choices on the labor market. For expositional purposes, we only report the 

estimate of iCΔ , the dummy variable that indicates if the individual switched 

universities.17  

�������������������������������������������������
15 Labor market selection might correlate with university selection. For example, local students 
may never intend to move, and college education at some universities can be designed to meet 
needs of local businesses. But the variable might fully capture regional earnings differences in 
Sweden. 
16 Potential work experience is calculated as (years of age - years in college - 19). On average, 
students leave upper secondary school at age 19.  
17 Table A2 in the Appendix reports some estimates of other right-hand side variables.
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First we estimate all three models for the complete sample and for men and 

women separately. Then we investigate whether the results depend on choice 

of university. And finally, we examine whether the results vary over the 

earnings distribution.  

5.1 Baseline estimates 

Table 3 reports baseline estimates of earnings differences between students 

who change universities and students who do not change universities.18 The 

model 1 estimates indicate that students who change universities have 

significantly lower earnings in all years compared to students who do not 

change universities. The estimated earnings differences decrease significantly 

over time, from about 33% in 2002 to 9.5% in 2005. The pattern in the model 

2 estimates is similar to model 1. The model 2 estimates also decrease over 

time. But inclusion of college-related variables leads to smaller earnings 

differences between transfer and non-transfer students in the early years but 

larger earnings differences in later years, compared to model 1.  

The pattern in the model 3 estimates is the same as in the other models, but 

model 3 suggests smaller earnings differences between the groups. It predicts 

that transfer students have about 5% lower earnings in 2005. The model 3 

estimates show that choice of regional labor market and employment sector 

explains quite a large percentage of earnings differences between transfer and 

non-transfer students. Although the magnitude of earnings differences varies 

across models, all models suggest that students who change universities have 

lower earnings than students who do not change.  

�������������������������������������������������
18 The complete results from the regressions are available from the authors upon request. 
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Table 3: Estimates of earnings differences between transfer and non-transfer 
students 

Year Model 1 Model 2 Model 3 

2002 -0.325***    
(0.011)  

-0.249***    
(0.010)   

-0.223***    
(0.010)  

Adj R2=0.078 Adj R2=0.188 Adj R2=0.261 

2003 -0.234***    
(0.010)   

-0.215***    
(0.009)   

-0.188***    
(0.009)  

Adj R2=0.055 Adj R2=0.138 Adj R2= 0.234 

2004 -0.142***    
 (0.009)   

-0.160***    
(0.009)  

-0.136***    
(0.009)  

Adj R2=0.064 Adj R2=0.145 Adj R2=0.249 

2005 -0.092***    
(0.009)   

-0.125***    
 (0.009)   

-0.048***    
(0.007)  

Adj R2=0.079 Adj R2=0.166 Adj R2=0.479 

Number of observations 61,410 61,410 61,410 

Note: The dependent variable is log gross yearly earnings. All models include a constant and a 
dummy variable for changing universities (�C). Model 1 also includes women, age, age^2, 
parental characteristics (age, country of birth, and education of mother and farther), percentile-
ranked GPA from upper secondary school and cohort dummies. Model 2 also includes number of 
children in various age categories, a dummy for marital status, a dummy variable that is equal to 
one if students have a degree, number of credits, number of credits squared and eight education 
areas (based on first course). Model 3 includes the covariates from model 2 plus an indicator of 
unemployment experience during the outcome year, ten employment sectors, county of work, and 
potential work experience. Standard errors are within parentheses. ***, **, and * denote 
significance at 1%, 5%, and 10% levels, respectively. 
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The earnings gap narrows rapidly over time, and a hypothesis might be that it 

shrinks because premiums of the observed factors vary between non-transfer 

and transfer students. For example, earnings of non-transfer students might be 

larger because they enter the labor market earlier and thus have larger returns 

to experience compared to transfer students. Transfer students might catch up 

because they receive larger returns on their additional investments in college 

education. The estimates of these variables provide some information about 

this mechanism. Table A2 in the Appendix displays the estimates, which show 

that non-transfer students have higher returns on potential experience 

compared to transfer students in all years except 2005. The pattern over time 

(for experience estimates) follows the estimated earnings gap pattern between 

groups.  

Table A2 also shows that transfer students have a significantly higher earnings 

premium for a degree than non-transfer students. The transfer students’ 

estimate is nearly twice the estimate for non-transfer students in all years. This 

might indicate that transfer students benefit more from investments in college 

education and might explain why the earnings gap shrinks over time. It is also 

possible that a degree act as a signal for transfer students but not for non-

transfer students. Because if employers believe that transfer students, on 

average, are adversely selected, a degree might signal a relatively higher 

productivity. 
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5.2  Gender-based estimates 

The log odds in Table 2 show that women are more likely than men to study at 

more than one university. Moreover, Albrecht et al. (2003) show that there is a 

significant gender wage gap on the Swedish labor market, which is wider at 

the top than at the bottom of wage distribution. If women dominate among 

transfer students, then female transfer students, who hold relatively low-paid 

jobs or part-time work, might explain earnings differences between transfer 

and non-transfer students. So we run separate regressions for women and men. 

Table 4 reports the results, which show that the pattern in the estimates over 

time is similar for women and men. For both samples, there are large earnings 

differences in the first years, which decrease over time. Based on models 1 and 

2, earnings differences between those who change and those who do not 

change are larger among males than females in all outcome years. The 

difference between the estimates for men and women are smaller in model 3. 

And in 2005, earnings differences are about as high for female transfer 

students as for male transfer students.  

Model 3 estimates also indicate that transfer students in low-wage regions and 

sectors explain much of the earnings differences between transfer and non-

transfer students. But a significant earnings gap still exists between transfer 

and non-transfer students. In all, gender-based estimates reject the hypothesis 

that low-paid female transfer students drive earnings differences between 

transfer and non-transfer students.19

�������������������������������������������������
19 We also ran separate regressions for students who graduated the same year, students with and 
without a degree, students who come from various regions, students with different observed 
ability, and students with varying parental background characteristics. The results led to the same 
conclusions as those presented above.  
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Table 4: Estimated earnings differences between transfer and non-transfer 
students, men and women  

 WOMEN MEN 

Year Model 1 Model 2 Model 3 Model 1 Model 2 Model 3 

      

2002 -0.275***     
(0.014) 
   

-0.232***     
(0.013)   

-0.220***      
(0.013)   

-0.398***     
(0.016) 
   

-0.291***     
(0.015) 
   

-0.245***      
(0.014) 
  

Adj R2=0.040 Adj R2=0.206 Adj R2=0.254 Adj R2=0.107 Adj R2=0.203 Adj R2=0.307 

2003 -0.172***     
(0.013)  

Adj R2=0.017 

-0.192***     
(0.013)  

Adj R2=0.174

-0.179***      
(0.012)  

Adj R2=0.234  

-0.322***     
(0.014) 

Adj R2=0.067 

-0.264***     
(0.014)  

Adj R2=0.122 

-0.218***      
(0.012)  
  
Adj R2=0.273 

2004 -0.082***     
(0.014) 

Adj R2=0.016 
   

-0.146***     
(0.013) 

Adj R2=0.183  

-0.134***      
(0.012)  

Adj R2=0.250  

-0.226***     
(0.013) 

Adj R2=0.043 

-0.197***     
(0.012)   

Adj R2=0.087 

-0.155***      
(0.011) 

Adj R2=0.270 

   

2005 -0.036***     
(0.013)  

Adj R2=0.015 
   

-0.119***     
(0.012)  

Adj R2=0.187  

-0.058***      
(0.011)   

Adj R2=0.420  

-0.171***     
(0.012) 

Adj R2=0.029 

-0.155***     
(0.012) 

Adj R2=0.086  

-0.056***      
(0.008) 

Adj R2=0.604   

Number of 
observations 32,295 32,295 32,295 29,115 29,115 29,115 

Note: Table 3 describes the models. Standard errors are reported within parentheses. ***, **, and * 
denote significance at 1%, 5%, and 10% levels, respectively. 
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5.3 University choices 

The percentages of teachers with doctoral degrees vary significantly between 

universities in Sweden (see, for example, Holmlund 2009). If teachers with 

doctoral degrees provide higher quality education, then students might change 

so that they are taught by these teachers. But students might also change to a 

regional college with few teachers with doctoral degrees if the college is in a 

region in which they can pursue their interests or if the college is located near 

family and friends.20 This suggests that observed university quality or regional 

location might affect students’ decision to change universities. If observed 

university quality or regional location also are correlated with earnings the 

results in the previous sections might be biased  

To examine whether choice of university type matters, we divide universities 

into three groups based on similar values on observed quality indicators: 

group 1 (universities of highest observed quality), group 2 (universities of 

semi-high observed quality), and group 3 (universities of lower observed 

quality).21 We compare transfer students with non-transfer students from the 

same universities. In other words, before the change of universities, the 

transfer and non-transfer students were enrolled in the same group of 

universities.  

�������������������������������������������������
20 Most Swedish universities/colleges recruit most of their students from the county in which they 
are located or from neighboring counties, and students are more likely to stay in the region after 
graduation than to move. If transfer students switch to colleges in low-wage regions, then the 
estimated earnings gap between transfer and non-transfer students might be due to transfer 
students choosing to work in a region in which the college is located and thus receive lower wages.   
21�Group 1 includes Lund, Stockholm, Uppsala and Gothenburg universities, Swedish University 
of Agricultural Sciences, Chalmers University of Technology, Royal Institute of Technology and 
Karolinska Institutet. Group 2 includes Umeå, Linköping, and Luleå universities. Group 3 includes 
Södertörn, Borås, Skövde, Mälardalen, Örebro, Karlstad, Växjö, Kalmar, Jönköping, Gävle, 
Kristianstad, Dalarna, Halmstad, University West, Blekinge Institute of Technology, Mid Sweden 
University and Stockholm Institute of Education. �
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Table 5 reports the estimated earnings gap between transfer and non-transfer 

students conditional upon university choice. Table 5 includes only estimates 

for 2005, because the purpose of the analysis was to examine whether 

university choice explains the earnings gap between the groups and not the 

development over time. Columns 1–3 report the earnings gap conditional upon 

transfer patterns, and columns 4–6 report the average estimated earnings 

differences among students who started in the same group of universities. The 

specifications are the same as those used above. 

Results for model 3 in Table 5 suggest that the earnings gap between transfer 

and non-transfer students is wider for students who started at group 2 and 

group 3 universities than it is for students who started at group 1 universities. 

For example, column 8 (last column) in Table 5 shows that the average 

earnings gap for students, who began studying at a group 1 university, is 3.6% 

compared with 6.7% for group 2 students and 6.9% for group 3 students. 

Further, the estimates in column 3 show that group 2 and group 3 transfer 

students have lower earnings for all types of changes, while group 1 students 

have lower earnings only for changes to another group 1 university.  

Model 3 suggests that there is a significant earnings gap for changes between 

group 1 universities, but the gap is insignificant for changes from group 1 to 

group 2 and group 3 universities. Regardless of starting university, the 

earnings gap is widest for transfers to group 1 universities. Despite differences 

across universities, these results suggest that transfer students’ choices of 

university do not explain the earnings gap between transfer and non-transfer 

students. 
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Table 5: Estimated earnings differences between non-transfer and transfer 
students in 2005, conditional upon university choice 

Model 1 Model 2 Model 3  Model 1 Model 2 Model 3 

BEGAN STUDYING AT A GROUP 1 COLLEGE 

Ref group: students who stay at group 1 colleges Ref group: students who stay at group 1 colleges 
        
Changed  
from grp 1  
to grp 1 

-0.141*** 
(0.021) 

-0.148*** 
(0.020) 

-0.057*** 
(0.015) 

Changed  
from grp 1

-0.107*** 
(0.015) 

-0.092*** 
(0.015) 

-0.036*** 
(0.011) 

        
Changed  
from grp 1  
to grp 2 

-0.138*   
(0.043) 

-0.136*** 
(0.041) 

-0.050 
(0.032) 

    

        
Changed   
from grp 1  
to grp 3 

-0.061**    
(0.022) 

-0.018 
(0.021) 

-0.009    
(0.016) 

    

BEGAN STUDYING AT A GROUP 2 COLLEGE 

Ref group: students who stay at group 2 colleges Ref group: students who stay at group 2 colleges 
        
Changed  
from grp 2  
to grp 1 

-0.077*** 
(0.028) 

-0.121*** 
(0.026) 

-0.080*** 
(0.022) 

Changed  
from grp 2

-0.087*** 
(0.021) 

-0.114*** 
(0.020) 

-0.067*** 
(0.016) 

        
Changed  
from grp 2  
to grp 2 

-0.208***    
(0.050) 

-0.254*** 
(0.047) 

-0.065* 
(0.038) 

    

        
Changed  
from grp 2  
to grp 3 

-0.050**  
(0.033) 

-0.042 
(0.031) 

-0.050* 
(0.026) 

    

BEGAN STUDYING AT A GROUP 3 COLLEGE 

Ref group: students who stay at group 3 colleges Ref group: students who stay at group 3 colleges 
        
Changed 
from grp 3 
to grp 1 

-0.088*** 
(0.020) 

-0.198*** 
(0.019) 

-0.090*** 
(0.017) 

Changed 
from grp 3

-0.074*** 
(0.014) 

-0.165*** 
(0.014) 

-0.069*** 
(0.012) 

        
Changed 
from grp 3 
to grp 2 

-0.066**  
(0.036) 

-0.186*** 
(0.034) 

-0.075** 
(0.029) 

    

        
Changed 
from grp 3 
to grp 3 

-0.062*** 
(0.021) 

-0.122*** 
(0.020) 

-0.045*** 
(0.017) 

    

Note: There are 24,411 individuals in group 1 colleges, 11,836 in group 2, and 25,163 in group 3. Table 3 
describes the models. The Adj R2 varies between 0.061 for model 1 and 0.520 for model 3. Standard 
errors are within parentheses; ***, **, and * denote significance at 1%, 5%, and 10% levels, respectively. 
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5.4 Quantile regression estimates 

Individuals who are unemployed, combine work and university studies, or 

have part-time jobs have lower earnings than individuals who work full time. 

Students, who try various types of jobs in search of a perfect match, may have 

shorter or longer spells of lower-paid jobs or unemployment, with lower 

earnings than students who select a job and stay with it. If transfer students are 

over-represented in any of these groups, then they will have lower earnings 

than non-transfer students, which in turn can explain the OLS estimates. In this 

case, we would expect relatively lower earnings of transfer students at the 

bottom of the earnings distribution. 

When transfer students finally settle for a professional full-time job, their 

earnings should be about the same as earnings of non-transfer students, given 

that the OLS earnings gap is due to behavior at the bottom of the earnings 

distribution. This implies a narrower earnings gap at the top of the earnings 

distribution. At the top, the individuals probably work full time, and a potential 

earnings gap must be related to factors other than those at the bottom of the 

distribution. The quantile regression method provides estimates of the earnings 

differences between transfer and non-transfer students in various parts of the 

earnings distribution.  

Table 6 reports the estimates of the earnings differences between the groups in 

2005 for the same models as those used in previous sections. The estimates 

should be interpreted as the earnings gap in a particular percentile of the 

conditional earnings distribution. Table 6 includes only the estimate of the 

CΔ -variable, and p10-p90 indicate percentiles of the earnings distribution; 

p10 is the 10% of the sample with the lowest earnings (90% earn more) and 

p90 is the 10% with the highest earnings (90% earn less).  
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Table 6: Quantile regression estimates of the earnings differences  
between transfer and non-transfer students in 2005 

Note: Table 3 describes the models. Bootstrap standard errors are within parentheses. 
***, **, and * denote significance at 1%, 5%, and 10% levels, respectively. 

The model 1 estimates show that earnings of transfer students are significantly 

lower than earnings of non-transfer students in all parts of the earnings 

distribution. But the earnings differences decrease significantly over the 

distribution. The estimates go from 29.4 in p10 to 9.8 in p30. In p90, transfer 

students only have about 2.5% lower earnings. Obviously, transfer students at 

the bottom of the earnings distribution explain a significant portion of the 

estimated average earnings gap. Note, for example, that all percentile estimates 

above p30 are less negative than the OLS estimate for 2005 in Table 3. 

Percentile Model 1 Model 2 Model 3 

p10 -0.294*** 
(0.033) 

-0.259*** 
(0.023) 

-0.109*** 
(0.016) 

p20 -0.182*** 
(0.017) 

-0.200*** 
(0.019) 

-0.079*** 
(0.009) 

p30 -0.098*** 
(0.009) 

-0.132*** 
(0.011) 

-0.056*** 
(0.006) 

p40 -0.073*** 
(0.006) 

-0.090*** 
(0.009) 

-0.041*** 
(0.004) 

p50 -0.050*** 
(0.005) 

-0.064*** 
(0.007) 

-0.036*** 
(0.004) 

p60 -0.030*** 
(0.004) 

-0.049*** 
(0.005) 

-0.031*** 
(0.004) 

p70 -0.028*** 
(0.003) 

-0.040*** 
(0.005) 

-0.029*** 
(0.003) 

p80 -0.030*** 
(0.004) 

-0.040*** 
(0.005) 

-0.021*** 
(0.004) 

p90 -0.024*** 
(0.005) 

-0.034*** 
(0.006) 

-0.020*** 
(0.005) 

Number of observations 61,410 61,410 61,410 
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The other models’ estimates are similar to the model 1 estimates. They are 

more negative at the bottom of the earnings distribution than at the top of the 

distribution, and percentile estimates above p30 are less negative than the OLS 

estimates in Table 3. The level of model 2 estimates is about the same as 

model 1 estimates, while the model 3 estimates are less negative. Furthermore, 

model 1 and model 3 estimates are about the same in p50–p90.  

In all, the results indicate that a large part of the average earnings differences 

reported in previous sections are due to transfer students at the bottom of the 

earnings distribution. These students might still be in college, in part-time 

employment, unemployed or simply between jobs. But there are significant 

earnings differences also at the top of the earnings distribution. The earnings 

gap at the top is about 2.5% and amounts to the returns from about one-half 

year of potential work experience in 2005 (see Table A2). One-half year is 

equal to one semester in college. Perhaps, this is the lowest cost of postponing 

labor market entry. 

6 Concluding remarks 

About one-third of Swedish university entrants studied at more than one 

university. Based on the earnings estimates in this paper, this decision does not 

appear to generate extra earnings in the short run. Instead, students who 

change universities receive significantly lower annual earnings than students 

who do not change universities. This concerns students who change to 

universities of higher, observed quality and students who change to 

universities of lower, observed quality. The pattern in the estimates seems 

consistent with transfer students spending more time in college and postponing 

their labor market entry. During that time period, non-transfer students 

accumulate experience, which results in relatively larger earnings. The 

earnings differences decrease significantly over time, but transfer students do 
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not overtake non-transfer students when it comes to earnings during our 

observation period.  

If the trend in the data continues, transfer students might catch up or surpass 

non-transfer students after a few years. But it is difficult to say whether their 

long-term earnings growth will compensate for their lower earnings in the first 

few years in the labor market. If earnings of transfer students continue to grow 

significantly faster than earnings of non-transfer students, then in the long run, 

transfer students might pass non-transfer students in terms of earnings. But it is 

possible that non-transfer students’ relatively longer labor market experience 

actually is worth more than transfer students’ additional human-capital 

investment. Naturally, it is also possible that by changing universities, 

individuals signal that they may also be more mobile on the labor market, 

which some employers consider a negative factor.  

By adjusting for observed ability and family background, we find that students 

who change universities have lower earnings, which is in contrast to results 

reported for the US. There are various explanations for these differences. One 

may be that the small sample used in the previous US study included a highly 

selective sample of transfer students or that lack of proper controls for family 

background and ability resulted in upward-biased estimates of the earnings 

gap. Another explanation might be that the US study follows students for a 

longer time period (they do not report how long they follow their students). It 

is also possible that there are institutional differences between the countries, 

which affect transfer students. For example, because Sweden’s state-run 

system of higher education guarantees education quality (which among other 

things means that a university degree is identical across colleges/universities), 

students might not transfer primarily for the reason of improving their human-

capital.  
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Finding out more about the process that generates the earnings differences 

between the groups is an issue for future research. Future research on 

consequences of switching universities must examine factors that affect the 

decision to change universities and use the information to adjust for selection 

of transfer students. In addition, one should investigate whether the results are 

sensitive to choice of empirical model.  
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Appendix 

Table A1: Distribution of students over universities and percentages of 
transfer students of college entrants per college 

The sample used in the 
analyses 

All college entrants 

University Number of 
students 

Percentage 
who changed 
colleges once 

Number of 
students 

Percentage 
who changed 

colleges 

Blekinge Institute of Technology 838 15.8 1,894 34.1 

Borås 998 10.1 2,246 22.9 

Chalmers University of Technology 1,877 11.1 4,080 34.7 

Dalarna 1,455 18.5 3,382 25.8 

Gävle 1,398 17.2 3,328 25.3 

Göteborg 4,755 18.2 11,759 31.4 

Halmstad 1,052 23.0 2,712 41.2 

Jönköping 1,655 15.2 3,371 24.7 

Kalmar 1,417 14.9 3,127 30.8 

Karlstad 2,225 14.5 4,964 28.7 

Karolinska institutet 398 10.1 1,073 24.1 

Kristianstad 1,196 13.6 2,749 34.0 

Royal Institute of Technology (KTH) 2,573 10.6 5,621 31.0 

Linköping 4,523 13.9 8,816 25.6 

Luleå 2,348 14.1 5,050 23.2 

Lund 5,321 13.6 15,159 43.7 

Stockholm Institute of Education 1,356 9.4 3,486 20.2 

Mid Sweden 3,181 14.7 7,669 29.7 

Mälardalen 2,196 22.6 5,362 31.0 

Skövde 672 14.7 1,552 32.9 

Swedish University of Agricultural 

Sciences (SLU) 

489 7.4 1,189 32.1 

Stockholm 4,207 28.6 11,747 41.8 

Södertörn 355 22.3 1,125 54.1 

Umeå 4,965 19.8 10,076 30.8 

Uppsala 4,791 24.8 10,646 42.7 

West 853 10.7 2,100 26.7 

Växjö 1,638 13.9 3,525 33.0 

Örebro 2,678 23.5 5,592 30.6 

Mean 17.3 33.1 

Number of observations 61,410 61,410 143,400 143,400 
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