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Abstract

The number of Norwegian guest nights in Swedish hotels and cottages is stud-
ied. Aggregation of an integer-valued AR(1) model and a two-stage demand
model underlies the empirical results. The parameters in the model are check-
out probability, mean check-in and the probability of selecting the hotel al-
ternative. These parameters are specified to depend on economic variables
implied by demand analysis. Via the probability of selecting a hotel, the
empirical results indicate a substitution towards less expensive accommoda-
tion as the Swedish price level increases. For the check-out probability, an
increase in the cottage price reduces the probability for staying another night
in cottage, whereas an increase in the hotel price indicates a decrease in the
check-out probability for hotel.
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1. Introduction

This paper models the number of Norwegian guest nights in Swedish hotels and
cottages. We adopt a modelling strategy that builds both on how time series arise
and on demand analytical results for two-stage decision making. By departing from
a simple time series model for daily guest nights, i.e. from the micro level, and
aggregating, temporally as well as cross-sectionally, we obtain a simple and opera-
tional time series model for aggregate guest nights. This modelling approach renders
parameters that are easy to interpret. The parameters are mean check-in, the daily
check-out probability, and the daily probability of selecting hotel rather than cot-
tage. These parameters are next set to depend on economic variables implied by
demand analysis. In this analysis, potential guests are in a first stage assumed to
choose which countries to visit, and then conditionally on the first stage allocation
problem they decide on the form of accommodation.

The approach results in a demand model that is nonlinear in economic variables
and also dynamic. This blends previous economic and time series approaches in a
new way. Previous studies on international tourism have mainly tried to explain
the number of arriving guests to a country or the expenditures spent by the tourists
(Crouch, 1994). By using accommodation statistics we can extend the analysis
and also account for the length of the stay. The adopted two-stage decision pro-
cess also makes it possible to incorporate data on guest night numbers and tourism
expenditures within a country in the same allocation model. Although the same
explanatory variables that we use have appeared in some other studies, the for-
mal derivation of the demand functions have seldom been shown. Other studies
of international tourism based on economic demand models are, e.g., Adamowicz
(1994), Melenberg and van Soest (1996), and Nordstrom (1999). Studies employing
pure time series analytical models are, e.g., Garcia-Ferrer and Queralt (1997) and
Gustavsson and Nordstrom (1999), while studies using mixed economic — time series
approaches different from ours include Turner, Kulendran and Fernando (1997), and
Witt and Witt (1995).

The underlying integer-valued model for the number of guest nights in a region’s



hotels or cottages is an integer-valued autoregressive (INAR) model of order one.
This count data model decomposes today’s number of guest nights in hotels and
cottages into those that stay over from yesterday and those guests that arrive to
the region in the intervening time. The INAR model was introduced by McKenzie
(1985) and has later been elaborated upon by Al-Osh and Alzaid (1987), Brénnis
(1995) and others. In a previous paper, Brinnés, Hellstrom and Nordstrom (1999,
hereafter BHN) considered the national and monthly number of guest nights in
hotels and demonstrated that the aggregation approach yields an integer-valued
moving average (INMA) model of order one. BHN also considered estimation and
forecasting issues and gave a substantial application to a series of Norwegian guest
nights in Swedish hotels. The present paper extends on the work of BHN in the
sense of studying two series jointly as well as by explicitly focusing on the allocation
between the two types of accommodation.

In Section 2 the basic stochastic and micro level model is presented along with
the model for a monthly time series at the national level. Also discussed is how one
may include explanatory variables into the stochastic model. Section 3 discusses the
demand analytic framework, and Section 4 presents the data. Estimation issues are
considered in Section 5. The empirical results are given in Section 6. A concluding

discussion finishes the paper.

2. Model and Aggregation

We consider a model for the number of hotel (yy) and cottage (y¢) visitors for a

region at a certain day t:

Yo = Qg oYm1+Bpoe (1a)

Yor = Q¢ OoYci—1 + Booe. (1b)

The numbers of visitors in each category consist of those staying from the previous
day (a;0yi—1,1 = H,C), and those having a check-in (3, 0¢;), in the period (t—1,1).
Here, the integer-valued random variable ¢, is the number of arriving guests to the
region, e.g., from some specific country. The mean number of arriving guests at

time ¢ is E(e;) = N'. The guests are allocated to either of the two types of dwelling
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by the thinning operation 3, o €e; = > it ; v;. The independent random variables v;
take the value v; = 1 if guest 7, of totally ¢, new guests, decides to stay in a hotel
and v; = 0 otherwise. The v; = 0 event then corresponds to a check-in to a cottage.
The probability for v; = 1 is By, so that Pr(v; = 0) = 1 — By = Bo. In Appendix
A1l we give some detailed properties of the model. Brénnis and Hellstrom (2000)
obtain related properties of the model under weaker assumptions.

Granger and Morris (1976) and others have established that cross-sectional ag-
gregation over N AR(1) model leads to an analogous model. BHN demonstrated
a related result for the INAR(1) models in (1a)-(1b). It follows directly that the
cross-sectionally aggregated day-to-day model is bivariate INAR(1). In the aggre-
gate model g, = Z?{:l €jt, with mean A\ = N ), represents the number of arriving
guests at the national level. The cross-section, aggregation step could have been
avoided by directly focusing at national day-to-day guest nights. Brewer (1973) and
others, and BHN for the INAR model, have demonstrated that temporal aggrega-
tion of AR(1) and INAR(1) models yield ARMA(1,1) and INARMA(1,1) models,
respectively. In addition, BHN gave arguments suggesting that the INARMA(1,1)
practically reduces to an INMA(1) model at the new time scale if temporal aggre-
gation is over as long a horizon as a month. Applying an INAR(1) model directly
to monthly guest night numbers is likely to be of little interest as month-to-month
check-out probabilities (1 — a) can be expected to be equal to one. In this instance
the day-to-day movements are those of major interest.

Temporal aggregation (cf. the Appendix) gives us a bivariate INMA (1) model
at the national and monthly (¢ is now and hereafter referring to month) level for the

aggregate hotel (zy) and cottage (z¢) series:

2z = PBpo&+0ubyoé (2a)

2ot = Beo& +0cBoo& g (2b)

Here, 0; ~ o; /(1 — ), = H,C, and E(£,) = A = Nh) corresponds to the national
and monthly mean number of arrivals to hotels and cottages (N is the number
of regions, h is the number of days in the month, and X' is the regional mean

arrival). The model in (2a)-(2b) is a simplified representation that has the same
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first moment properties as a true temporal aggregation model. The advantage with
(2a)-(2b) is that it is readily interpretable in terms of the interesting parameters «;
(through 6;), 3;, and A. For estimation purposes we need the conditional expectation
E(zit|z1, ..., 2-1) = NXNB,[h(1 + 6;) — 0] + 0;8,61-1,4,7 = H,C, and with z; =
(zmt, zot). Neither second order moments nor a specific distribution will be used for
estimation.

The INMA (1) model is obtained under quite stringent assumptions, e.g., of con-
stant parameters. While this time invariance may be a reasonable approximation
within the month it most likely is too simplified over the annual horizon. Notably,
there are strong seasonal patterns in guest night series, so that accounting for this
feature by differencing appears a reasonable approach. However, our main interest
is in how the mean check-in (), the check-out («; or ;) and hotel (5,,) probabilities
could be related to economic variables. Studies based on demand analysis strongly
suggest that the income level of the country of origin, prices and exchange rates
are important determinants to the mean check-in (e.g., Nordstrom, 1999). Note
that the parameters of the model are then time indexed in correspondence with the
appropriate lag in the {{,} sequence. In addition, as parameters characterize the
occurrences in time intervals ending at the indexed time, variables should be lagged
to measure levels at the initial time point. This has the added advantage of avoiding
potential endogeneity problems.

For sufficiently large zy; and zg; values the \; will be far away from zero so
that empirically )\, > 0. When this is the case we may prefer to use a linear
form \; = w;7y instead of an exponential one. The linear form can be expected to
simplify estimation. Though w; is indexed by t it should contain lagged values on
explanatory variables as \; (and the other parameters) characterize events in the
time interval (¢t — 1,¢). Since ay; = 04/(1 + 0;) € [0,1], 6;; > 0,4 = H,C, and an
exponential representation 8;; = exp(u;d;) is then appropriate. Note that this results
in a logistic distribution function a;; = 1/[1 + exp(—u;d;)] (cf. Brénnis, 1995). For
B We may use a related logistic distribution function, i.e. Gy, = 1/[1+exp(—x:p)]
for each month ¢. Which economic variables to include in the w;, u; and x; vectors is

discussed in the next section. Each vector could also include non-economic variables,



such as monthly dummy variables. The parameter vector p is unknown as is v and

6 = (8%,00)"
3. Demand Analysis

In this section we consider demand functions for guest-nights in hotels and cottages
at the national level and the preferences that may have generated them. Since we
later will consider the Norwegian tourism demand in Sweden, we use a theoretical
framework that is appropriate for international tourism. From market surveys we
know that international tourists often make one longer trip and several shorter
trips. This makes us believe that tourists have a preference structure associated
with product differentiation. That is, they like to visit many different places, each
possessing some unique properties that distinguishes it from other destinations, e.g.,
with respect to the supply of recreation facilities, the weather, or the distance the
visitor has to travel to reach it.

Beginning with the work of Spence (1976) and Dixit and Stiglitz (1977) such

preferences can be represented by a two-level utility function

U(a) = FIF' (a), - F™(am)]. (4)

Here, the subutility function FY(q;) consists of goods and services (such as guest
nights in hotels and cottages) consumed in the jth country (out of m countries).
Although the preference structure is based on the assumption of taste for variety,
this does not mean that the individual tourist necessarily would like to stay in both
hotels and cottages during their stay in Sweden. All we require is that the population
is composed of tourists with different preferences for staying in hotels and cottages,
i.e. that there exist a taste for variety in aggregate demand.

To represent the preference ordering for the subutility we employ the Stone-Geary

utility function

F(q;) = Hl(qu' — Kji) ¥, Qi > Kjin 1> 05, >0, > i =1,
=1

1=

where ¢;;,7 = H, C, represents the number (since tourism consumption spreads over

a large number of goods and services n is generally larger than 2) of guest nights
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in hotels and cottages in a specific country, and kj; is a parameter. The reason for
choosing a quasi homothetic utility function is primarily due to the fact that most
studies on international tourism demand find an income or expenditure elasticity
larger than one. By applying this specification the elasticities are allowed to be
larger than one, but will tend to unity as the income or expenditures increase.

The preferences for the first stage allocation problem, i.e. the decision for which
country to visit can then be represented by a Cobb-Douglas aggregator utility func-
tion, such that the utility function (4) can be written as

m [ n % m
Uaq) = jl;ll Zl;ll(qu- — k)| 1>¢; >0, jz_:l@' =1
The aggregator utility function translates all subutility levels, i.e. tourism in differ-
ent countries, to an overall utility or welfare level. By defining appropriate quantity,
q;, and price, p;, indices (Anderson, 1979) for the goods and services in each country
we can solve the first stage allocation problem, i.e. for the demand of tourism in
each country, by maximizing F(q) = [T;~,(q; — k)%, subject to M = i1 Pis
where M is total expenditures on outbound tourism.! This results in the following

demand equations

qj:fij—i-ﬂZpkﬁk—l—%M, j=1,..,m (5)

J k=1 J

and corresponds to the variables in the )\ function.?

Conditional on the allocation in the first stage we can solve the second stage
allocation problem, i.e. the demand for each commodity within a country, by max-
imizing F7(q;) = [ ,(qj — k;i)¥% subject to the expenditures that have been
allocated to vacation in country j, i.e. ¢;M = M; = 37| pjiq;; (Pollak, 1971). The
resulting demand equation is given by

P — Y .
qji :/ﬁji+—2pjl/€jl+—Mj, 1= 1,...,7’L. (6)
i 1=1 Dji

Tt is by no means obvious that the demand for outbound tourism should solely be explained
by the prices and expenditures on outbound tourism. Depending on the purpose of the analysis,
one could also include prices and expenditures on domestic tourism or recreation in the demand

for outbound trips.
2The estimated model is actually a three-stage, or higher, allocation model, where the allocation

of total expenditures on all goods and services is not estimated.
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This depends only on the prices of the goods and services within the country and
total expenditure allocated to it, and corresponds to the explanatory variables in
the § function. Hence, the consumption of guest nights in hotels and cottages in one
country is influenced by the prices of tourism in the other countries only through
their effects on country expenditure.

Conditional on the first-stage allocation problem, we can also derive the variables
that enter the a-functions. Since this is the same maximization problem as the
second stage allocation problem shown above, the same variables will enter both
the # and « functions. The average duration [1/(1 — «;)], i = H, C, of stay is thus
determined by the expenditures allocated to tourism in country j, ¢;M, and the
prices in country j, pj, [ =1,...,n, as shown in (6). Thus the probability of staying
another night in a hotel, ay, depends not only on the hotel price, but on all prices
for tourism goods within the country.

As the expected duration of stay is 1/(1— ), the demand for guest nights in ho-
tels and cottages corresponds to ¢;; = 5;/(1 — ), i = H,C. Marginal effects can be
obtained by calculating dg;;/0z;, for different choices of x). Given the specification
discussed in the previous section, G5 /(1 — a;) = [1 + exp(ud;)]/[1 + exp(—xp)| =
1+ 6;]/[1 + exp(—xp)], for i = H,C, it appears reasonable to set u = x. The
functional form suggests that it may be difficult to estimate the parameter vectors

d; and p separately.

4. Data

The two series for Norwegian guests in Swedish hotels and cottages, 1986:1-1999:9,
are presented graphically in Figure 1. As is obvious there are strong seasonal pat-
terns in both series, both have major peaks in July and their troughs are in the
fall-winter period. The numbers of guests are much lower in the early 1990s than in
the late 1980s and 1990s, and the direct correlation between the two series is 0.93.
The number of cottage guests are much smaller throughout the period, cf. Figure 2,
and there is a strong seasonal pattern also in the percent that stay in cottages. The

series suggests that leisure travel is more frequent in the typical vacation weeks in



the summer and in the spring. The latter period corresponds to the skiing periods
in the mountains.

Nordstrom (1996) finds that tourism consumption spreads over a large number of
goods and services. We therefore take the consumer price indices (CPI) as proxies
for tourism prices in each country. As the purchasing power of the visitors from
Norway, is affected by the exchange rate, we adjust the CPI of country & with the
exchange rate (ERyx) between the Norwegian krona (NOK) and the currency of
country k, such that

From OECD statistics (1992) one can see that Norwegians have mainly allocated
their guest nights to the other Scandinavian countries and to Germany. Therefore,
we include the prices of tourism in Denmark, Finland and Germany, in addition to
the Swedish tourism price in equation (5). Since data for Norwegian’s expenditure
on outbound travel is not available, we have used Norwegian gross domestic product
(GDP) as a proxy. On a yearly basis the Norwegian GDP and gross domestic income,
which can be seen as the total expenditure allocated between all goods in a first step
(cf. footnote 2) have a correlation of 1.00. The GDP variable is expressed in real
values and based on quarterly observations.

The variables that have been included in the 8 and « functions are the real price
of guest nights in hotels and cottages,® cf. Figure 1, the Swedish CPI to account for
all other goods and services the tourist consumes, and real Norwegian expenditures
on tourism in Sweden from the balance of payments. Consequently, the M; = ¢, M
variable in (6) will be measured correctly although we have not been able to use
the true variable for M in (5). All variables have been adjusted with the exchange
rate (ERyg) between the Swedish krona (SEK) and NOK, i.e. the variables are
expressed in NOK, as in (7). As Figure 1 reveals, there is a strong seasonal pattern

in both the cottage and hotel prices series, with peaks in February, March and July

3The cottage price index reported by Statistics Sweden (updated annually) have been adjusted
by an additive seasonal pattern based on expenditures for nights spent in cottages. Source: the

Tourist and Travel Data Base (TDB) 1990:1 - 1996:9.



N
ol
|

N
o
|

=
(63
|

A
o
|

(63
|

o
L

Guest Nights in Hotels and Cottages (10000)

o
o
|

1.5 +

Hotel and Cottage Price Indices

86 88 90 92 94 96 98 2000

Year

Figure 1: Norwegian numbers (in 10 000) of guests in Swedish hotels (dot-dash line)
and cottages (solid line) [top], hotel price index in NOK (solid line) and cottage
price index in NOK (dot-dash line) [bottom], 1986:1 - 1999:9.
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Figure 2: The percent of Norwegian guests in Swedish cottages (mean = 0.16,

standard deviation = 0.08). The left panel gives averages over the entire period.

for the cottage prices and troughs in July for the hotel price series. In September
1999 the price was 960 SEK per night in a double room. For cottages the average
price in 1999 was 465 SEK per night.*

5. Estimation

To estimate the parameters of the bivariate INMA (1) model, a nonlinear, conditional
least squares estimator based on prediction errors will be employed. By this there
is no need to make explicit distributional assumptions. It should be remarked that
national and monthly guest night numbers are usually large, so that maintaining
a count data interpretation is of little practical interest for estimation. The count

data setting has a key role only for providing the interpretational aspects of the

4Data sources: Accommodation statistics and accommodation prices for hotel and cottages
(Statistics Sweden). Consumer price indices (OECD, Main Economic Indicators). Exchange rates,
defined as monthly averages of the market rates, and Norwegian tourism expenditures in Sweden
(the Swedish Central Bank). Norwegian GDP (International Financial Statistics, International

Monetary Fund). Norwegian gross domestic income (Statistics Norway).
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model parameters. These interpretations are not affected by the sizes of guest night
numbers.

First, we discuss the case with explanatory variables in the levels model, and later
we proceed to give some remarks on constant parameter models. The least squares
estimator for the model in levels, i.e. z;y = B, 0&, + 6t 108,,_1 ©&,_,, minimizes the

criterion function

T
2 2
S = Zth + ecy
t=2

where the prediction errors are ey = zy — E(zi|z1,...,2 1) = 2y — By NI, —
Oit 18;_1 x N(h—1)N, | — 04 18,1601 (1,7 = H,C). This is a straightforward ap-
proach in all respects but for how to determine the {&;} sequence. If ¢; is determined
from each equation separately there would unfortunately be two different sequences.
Instead, write the levels model on the alternative form (3,,0&, = z;; — 0:43;,_1 0 &1,
so that §, = ?:1 E(Biy 0 &€ §i-1) = (2mt + 20t) — [0meBri—r +0ct(1 — Boe1)1€i-1,
since By, + B, = 1, for all ¢t. This expression in &, can be used to recursively cal-
culate the entire sequence. The &, expression is also what one gets for a continuous
variable model, for which no expectation operations are required (see also Brénnis
and Hall, 1998). Using the definition of ¢, and replacing &;_, k > 0, with expected

values N, gives

e = (2mt + 20t) — 0t 10w 1+ 0ci 1(1 = By 1)1+ N(h = 1)N)).

Note that the z;; are conditionally as well as unconditionally heteroskedastic. In
addition, some of the specifications may be subject to remaining serial correlation.
As we do not wish to unnecessarily embark on a full specification of the dependence
structure (cf. Brann#s and Hellstrom, 2000) a weighted conditional least squares
estimator is not feasible. For inference purposes we, however, recommend accounting
for heteroskedasticity and serial correlation by using a robust sandwich estimator of
the covariance matrix (e.g., BHN).

For a constant parameter model neither 3; nor (3. can be estimated directly.
As the prediction error then contains a leading term \; = §;\ we may estimate (3,

by 5\1 / (5\H + ;\C) and A by ;\H + j\c once least squares estimates of Ay and Ao are
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available. As we can not enforce the parameter restrictions across equations, the

two equations can be estimated separately by standard software.

6. Results

The estimation results are presented Table 1. The models are estimated jointly
by the conditional least squares estimator, with seasonal dummy variables included
in the linearly specified A function. The fully parameterized model in the first
column gives « values that appear too small, in most instances equal to zero for a.
Therefore, a less parameterized model is presented in the second column of Table 1.

Comparing the two models we see that the estimated parameters in the A func-
tion for the fully parameterized model are larger and have smaller standard errors.
Turning to the point estimates, Table 1 reveals that increases in the German (pg),
Finnish (pr) and Swedish (pg) price levels will reduce the number of hotel and cot-
tage guest nights. The negative effects of the German and Finnish price levels are
surprising, but can be a result of fewer transit visitors in Sweden. About one fifth
of the Norwegian visitors pass through Sweden to reach their main destinations.
Note, however, that the Finnish price effect is not significant. The negative effect of
the Swedish price level is the expected one. As implied by the economic model the
estimated coefficient ¢, for the income variable (My) is positive.

Continuing with the estimates of the § function, i.e. the probability of selecting
the hotel alternative, we find that the price effects from hotels (py) and cottages
(pc) are positive. While the positive effect from an increase in the cottage price is
expected, the positive own price effect is not. Additionally, a higher price level in
Sweden reduces the probability of choosing the hotel alternative, whereas a higher
expenditure level (Myg), according to the fully parameterized model, will increase
the probability of choosing a hotel. Compared to the price effects the expenditure
effect is small.

Focusing next on the estimation results for the explanatory variables in the 6y

and 0 functions, we find that an increase in hotel price increases 6y and then also
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Table 1: Estimation results for Norweigan guest night series (level) (H indicates

hotel and C cottage). Seasonal dummies included in the A function are not reported.

Est. s.e. Est. s.e.
A function
Price index (pg) -0.110 0.005 -0.056 0.017
Price index (pr) -0.009 0.006 -0.022 0.022
Price index (pp) 0.442 0.029 0.197 0.089
Price index (pg) -0.202 0.009 -0.115 0.038
Income (My) 0.055 0.004 0.049 0.014
By function
Hotel price (pg) 1.120 0.061 3.032 0.644
Cottage price (pc) 0.760 0.051 1.089 1.072
Price index (pg) -3.736 0.149 -7.239 2.341
Expenditute (Mys) 0.001 0.000 -0.0004 0.001
Constant 3.088 0.092 4.811 1.204
0y function
Hotel price (py) -8.187 0.919 0.719 0.174
Cottage price (pc¢) -13.834 0.255 -
Price index (pg) 14.314 0.840 -1.806 0.569
Expenditure (Myg) -0.002 0.000 -
Constant 2.632 0.427 -0.365 0.596
0 function
Hotel price (pg) -7.412 0.610 -
Cottage price (pc) -22.800 0.486 -21.621 1.157
Price index (pg) 26.644 0.683 17.483 2.994
Expenditure (Mys) 0.001 0.000 -
Constant -2.565 0.259 -1.088 2.040
LB(12, Hotel) 76.9 53.8
LB(12, Cottage) 99.9 87.0
R*(Hotel) 0.96 0.95
R?*(Cottage) 0.84 0.82
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Figure 3: Marginal effects of hotel price (right) and cottage price (left) on ¢ =
B/ (1 — ;) for hotels and cottages. Based on all observations and the model in

column two of Table 1.

the probability of remaining another night in a hotel (ay).” This unexpected effect
is only present in the less parameterized model. An increase in cottage price has an
expected negative effect in the 64 functions. The Swedish price level has a negative
effect on the probability of staying another night in a hotel for the less parameterized
model, and a positive effect on the 6, function. For the less parameterized model the
mean values &, @y and (3 over the total sample are 0.06, 0.18 and 0.78, respectively.
As Figure 2 show, the mean of § is 0.84. For both models there is substantial but
rather similarly shaped remaining autocorrelation, with a large positive peak at lag
12. By applying the less parameterized specification the autocorrelation is slightly
reduced, to the cost of a marginally lower explanatory power for the cottage series.

Hitherto we have focused on the direct effects within each function. In Figure
3 the marginal effects of hotel and cottage prices on ¢;; = 5;/(1 — o) for hotels
and cottages is shown. From the figure we see that the marginal effect varies more
for cottages due to a change in the own price. However, most of the effects lie

between —0.3 and —0.15 with a mean value of —0.2 as the box plot in Figure 4

5Note that the sign interpretations for the 6 and o functions are the same.
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Figure 4: Box plot of marginal effects of hotel price, cottage price, Swedish price
level, and expenditure on g;ir = B3;,/(1 — ;) for hotels and cottages. Based on all
observations and the model in column two of Table 1. Outlying markers correspond

to the 5th and 95th percentiles.

reveals. Figure 3 also indicates that the marginal effect from an increased cottage
price is larger when the cottage price is low, i.e. in off peak periods when the cottage
demand is low. For hotels no such clear pattern is manifest.

Figure 4 presents the marginal effects on g;; = 5;/(1 —«;) for hotels and cottages
for each of the explanatory variables in the o and 3 functions. The marginal effect
of expenditure (Cottage/ Mys and Hotel/Myg) is small. Which indicate that the
Norwegians tend to increase their demand for other goods, than guest nights in
hotels and cottages, as they allocate more money to trips to Sweden. The Swedish
price level has a negative marginal effect on hotel (Hotel /pg) and a positive effect
on cottage (Cottage/ps) guest nights. Thus, conditional on the decision to travel
to Sweden, the Norwegians will increase their stay in cheaper accommodation (cot-
tages) as the Swedish price level increases. As revealed earlier in Figure 3, the
marginal own price effect on cottage (Cottage/pc) is negative. The marginal effect

of an increase in the hotel price on cottages is also negative, since the probability of
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choosing the hotel alternative increases as the hotel price increases.

For hotels, we find a positive marginal effect from both cottage and hotel prices.
While the positive marginal effect from the cottage price (Hotel/p¢) is expected,
the positive own price effect (Hotel/py) is not. This may be a result of omitted

explanatory variables, since many of the hotel guests are business visitors.

7. Conclusion

The paper has adopted a novel strategy of first obtaining a dynamic and stochastic
model structure by aggregation from a simple hotel or cottage specific model (a
measurement model), and second used standard demand analytical results to explain
some of the parameters of the stochastic model (the structural part). The obtained
model and the estimation results provide a richer picture of international guest
nights than previously used model approaches.

The derived parameters in the aggregated measurement model are the monthly
mean check-in, the probability of selecting hotel rather than cottage and the daily
check-out probability. In the analysis, the visitors were first assumed to decide upon
which country to visit, and then in a second stage decide the form of accommodation.
To estimate the parameters, a nonlinear, conditional least square estimator based
on prediction errors was employed. The estimation results indicate that most of the
explanatory variables are significant. The estimation also indicates that the results
are robust, with the exception of the parameters in the hotel check-out probability.

In the decision process for which country to visit the own price has a strongly
negative and significant effect. The price level in the destination country can thus
be considered as one of the more important factors in the decision process for which
country to visit.

Conditional on the decision to visit Sweden, the largest marginal effect on the
demand for hotel and cottage guest nights comes from the overall price level within
Sweden, with a positive effect on cottages and a negative effect on hotels. The small
marginal effect from the expenditure variable indicates that the Norwegians tend

to increase their consumption of other goods, than guest nights, as they allocate
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more money for trips to Sweden. However, the expenditure variable also includes
expenditures from same day visitors and border trade, which can have increased
relative to expenditures from over night visitors during the sample period.

The marginal effect from an increase in the own price is negative for cottage and
positive for hotel. While the negative effect on cottage is expected the positive effect
on hotel is not, and may be a result of omitted explanatory variables. A large part
of the hotel visitors during the fall, winter and spring are business visitors. From
the time series plot of the hotel price, one can assume a high positive correlation
between the price for hotel accommodation and the business trend in Sweden.

Although the adopted technique has been applied to the allocation problem for
different sorts of accommodation, there are a number of other areas where this mod-
elling approach can be of interest. For example, the procedure can be applied to a
number of different stock-keeping problems, and to modelling the number of students
on different courses at a university. The empirical illustration also indicates that
the measurement model can easily be extended with a large number of explanatory

variables.
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Appendix Al: Bivariate INAR(1) Model Properties

For the INAR(1) model of Section 2, let E(e;) = A\, V(e;) = 6 and E(ees) = At #
s. Then the following properties hold: E(5 o ¢€) = B\, V(Boe) = B6 + B(1 —
B)A and E(B o ¢)Boe,) = 3*X%t # s. The thinning operations involving «,i =
1,2, are analogously defined. For the model at the daily and regional level we can

demonstrate the following properties:

E(yi) = B (1— )
Vige) = (uBA+0)/(1—af)
Cov(yie,y2e) = B1826/(1 — 1) >0

= o >0, i=1,2, k>0

007“7’(?/115, Yit—k

Cov(yit, yar—k) = ayCov(yrrya) >0, k>0

)
)
)
)
)
)

Cov(Yit—k,Yor) = a’SCOU(yu,yzt) >0, E>0

Hence, there is both serial as well as cross correlation in the day-to-day series.

Appendix A2: Temporal Aggregation

Consider aggregation over three time points and focus only on the MA-part. After
this induction could be used, but we abstain from giving a full account. The result

is based on an underlying Poisson i.i.d. assumption for {&;}. We may write

vi = €i+e1teatao (g1 +ent+eis)tato(gat+ ezt Eia)
= {7 HaogT+atol

Here, E(£,7%) = V(£/7%) = 3\ and hence E(v;) = 3\(1+3a+3a?). The conditional
expectation is E(v¢|z1, ..., z—3) = 3A + 2aA(1 + a) + (1 + a)e;—3. In this we have
set E(ei_q|21,...,2t-3) = X as g4 is between time points at the new time scale.
Strictly, it is, however, in the information set. For the variance we need

Cov(E72€073) = 2), Cov(E72¢075) = )\,

Cov(&71675) =2, V(aF 0 &) = o™V () +a*(1 - o) E(E).
Then V(vy) = A3 + 7a + 5a* + 4a®]. Writing instead on the new time scale w, =

& +aof, | +a?o&, | gives the same first conditional and unconditional moments,
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but not the same second order moments. The difference is due to the variable
dependence between the £ components in the original model now being forced to
be constant. This variation in dependence will remain for all aggregation over more

than two time periods.
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